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Foreword

Earthquakes occur over a continuous energy spectrum, ranging from
high-magnitude, but rare, earthquakes to those of relatively low mag-
nitude but high frequency of occurrence (i.e., microearthquakes). This
review is concerned primarily with the underlying physical principles,
techniques, and methods of analysis used in studying the low-magnitude
end of the spectrum. As a consequence of advancing technological capa-
bilities that are being applied in many diverse regional networks, this
subject has grown so rapidly that the need for a coherent overview de-
scribing the present state of affairs seems clear.

One of the main reasons for the growth of interest in microearthquakes
is a newly accepted concern of seismologists for prediction that goes along
with the more traditional concerns for description and physical under-
standing including the use of earthquake records as probes of internal
constitution of the Earth. It is now recognized that these low-amplitude
microearthquakes are important signals of continuous tectonic processes
in the Earth, the future evolution of which is to be forecast. In this predic-
tive respect seismology has moved closer in its goals to meteorology,
inheriting the awesome difficulties of predicting the output of an essen-
tially aperiodic, nonlinear, stochastic, dynamic system that can only be
modeled and observed in a very crude way far short of the continuum
requirements in space and time.

The observational difficulties in seismology are, in fact, even more
acute than those in meteorology. As we have indicated, however, there
have already been substantial advances in this aspect of the problem, and
this Supplement 2 volume of Advances in Geophysics, by Lee and Stewart,
will provide a benchmark for the progress made to date.

BARRY SALTZMAN

vii






Preface

In the fall of 1976, Professor Stewart W. Smith invited us to contribute
an article on *‘Network Seismology as Applied to Earthquake Prediction™
for a volume in the Advances in Geophysics serial publication. We felt that
a review of microearthquake networks and their applications would be
more appropriate with respect to our experience. The manuscript grew in
size beyond the usual length of a review article. We are grateful that
Professor Barry Saltzman, the Editor of Advances in Geophysics, accepted
the manuscript for publication as a supplemental volume in this series.

Seismology is the study of earthquakes and the Earth's internal struc-
ture using seismic waves generated by earthquakes and artificial sources.
Individual earthquakes vary greatly in the amounts of energy released. In
1935, C. F. Richter introduced the concept of earthquake magnitude—a
single number that quantifies the ‘‘size’’ of an earthquake based on the
logarithm of the maximum amplitude of the recorded ground motion.
Earthquakes of magnitude less than 3 usually are called microearth-
quakes. They are felt over a relatively small area, if at all. The great
earthquakes, those of magnitude 8 or larger, cause severe damage if they
occur in populated areas. In 1941, B. Gutenberg and C. F. Richter discov-
ered that the logarithm of the number of earthquakes in a given magnitude
interval varies inversely with the magnitude. In general, the number of
earthquakes increases tenfold for each decrease of one unit of magnitude.
Thus, microearthquakes of magnitude 1 are several million times more
frequent than earthquakes of magnitude 8.

The principal tool in seismology is the seismograph, which detects,
amplifies, and records seismic waves. Because the seismic energy re-
leased by microearthquakes is small, seismographs with high amplifica-
tion must be used. With the advances in electronics in the 1950s, sensitive
seismographs were developed. Thus, it became practical by the 1960s to
operate an array of closely spaced and highly sensitive seismographs to
study the more numerous microearthquakes. Such an array is called a
microearthquake network.



X Prefuce

Microearthquake networks are especially well suited for intensively
studying seismically active areas and are a powerful tool for investigating
the earthquake process in great detail and in relatively short time inter-
vals. Their applications are numerous, such as monitoring seismicity for
earthquake prediction purposes, mapping active faults for hazard evalua-
tion, exploring for geothermal resources, and investigating the Earth's
crust and mantle structure.

As far as we are aware, this book is the first attempt to present a review
of the fundamentals of microearthquake networks: instrumentation sys-
tems, data processing procedures, methods of data analysis, and examples
of applications. Because microearthquake networks have been developed
by many independent groups in several countries, it is difficult for us to
present a comprehensive review. Rather, we have relied heavily upon our
experience with the USGS Central California Microearthquake Network.
In this book, we have emphasized methods and techniques used in mi-
croearthquake networks. Results from applications of microearthquake
networks are tabulated and referenced, but not described in any detail.
We believe that interested persons should read the original articles. Due to
space and time limitations, we have not treated several relevant topics,
such as the principles of seismometry, and some recently developed tech-
niques in digital instrumentation and data analysis. However, some refer-
ences to these and related topics are provided.

A considerable amount of practical material relevant to earthquake
seismology has been brought together here. We believe that this volume
will be useful especially to those who wish to operate a microearthquake
network or to interpret data from it. Each chapter has been written to be
reasonably self-contained. Two preparatory chapters on seismic ray trac-
ing, generalized inversion, and nonlinear optimization are given so that
basic techniques in microearthquake data analysis can be developed sys-
tematically. In addition to author and subject indexes, a glossary of ab-
breviations and unusual terms has been prepared to help the reader. This
work is intended for seismologists in general, and for those geologists,
geophysicists, and engineers who wish to learn more about micro-
earthquake networks and their applications.

We thank many of our colleagues for sending us preprints and reprints
of their work in microearthquake studies, and for answering questions. It
is a pleasure to acknowledge suggestions and comments on the manuscript
by K. Aki, D. J. Andrews, R. Archuleta, U. Ascher, W. H. Bakun, M.
Bath, B. A. Bolt, M. G. Bonilla, D. M. Boore, C. G. Bufe, R. Buland, P.
T. Burghardt, U. Casten, R. P. Comer, C. H. Cramer, S. Crampin, R.
Daniel, J. P. Eaton, N. Gould, T. C. Hanks, D. H. Harlow, T. L. Henyey,
R. B. Herrmann, D. P. Hill, J. Holt, R. Jensen, J. C. Lahr, J. Langbein,
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J. Lawson, F. Luk, T. V. McEvilly, W. D. Mooney, S. T. Morrissey, R. D.
Nason, M. E. O’Neill, R. A. Page, N. Pavoni, R. Pelzing, V. Pereyra, L.
Peselnick, G. Poupinet, C. Prodehl, M. R. Raugh, P. A. Reasenberg, I.
Reid, A. Rite, J. C. Savage, R. B. Smith, P. Spudich, D. W. Steeples, C.
D. Stephens, Z. Suzuki, J. Taggart, P. Talwani, C. Thurber, R. F. Yerkes,
and Z. H. Zhao.

We are grateful to I. Williams for typing the manuscript, to R. Buszka
and R. Eis for drafting some of the figures, to W. Hall, W. Sanders, and
J. Van Schaack for technical information, and to B. D. Brown, S. Caplan,
K. Champneys, D. Hrabik, M. Kauffmann-Gunn, K. Meagher, A. Rapport,
and J. York for assistance in preparing and proofreading the manuscript.

The responsibility for the content of this book rests solely with the
authors. We welcome communications from readers, especially concern-
ing errors that they have found. We plan to prepare a Corrigenda, which
will be available later for those who are interested.

W. H. K. LEE
S. W. STEWART






PRINCIPLES AND APPLICATIONS OF
MICROEARTHQUAKE NETWORKS






1. Introduction

Earthquakes of magnitudes less than 3 are generally referred to as mi-
croearthquakes. In order to extend seismological studies to the micro-
earthquake range, it is necessary to have a network of closely spaced and
highly sensitive seismographic stations. Such a network is usually called a
microearthquake network. It may be operated by telemetering seismic
signals to a central recording site or by recording at individual stations.
Depending on the application, a microearthquake network may consist of
several stations to a few hundred stations and may cover an area of a few
square kilometers to 10° km?. Microearthquake networks became opera-
tive in the 1960s: today, there are about 100 permanent networks all over
the world (see Section 7.1). These networks can generate large quantities
of seismic data because of the high occurrence rate of microearthquakes
and the large number of recording stations.

By probing in seismically active areas, microearthquake networks are
powerful tools in studying the nature and state of tectonic processes.
Their applications are numerous: monitoring seismicity for earthquake
prediction purposes, mapping active faults for hazard evaluation, explor-
ing for geothermal resources, investigating the structure of the crust and
upper mantle, to name a few. Microearthquake studies are an important
component of seismological research. Results from these studies are usu-
ally integrated with other field and theoretical investigations in order to
understand the earthquake-generating process.

In the following sections, we present a brief historical account of the
development of microearthquake studies and give an overview of the
contents and scope of the present work.

1.1. Historical Development

Microearthquake studies were stimulated by the introduction of the
earthquake magnitude scale by C. F. Richter in 1935, and by the discovery

1



2 1. Introduction

of the earthquake frequency-magnitude relation by B. Gutenberg and C.
F. Richter in 1941 (a similar relation between maximum trace amplitude
and frequency of earthquake occurrence was found by M. Ishimoto and
K. Iida in 1939). Implementation of microearthquake networks in the
1960s was made possible by technological advances in instrumentation,
data transmission, and data processing.

In order to implement a nuclear test ban treaty in the late 1950s, exten-
sive seismological research in detecting nuclear explosions and in dis-
criminating them from earthquakes at teleseismic distances was carried
out with support from various governments. Several arrays of seismom-
eters in specific geometrical patterns were deployed in the 1960s. The
largest and best known of these is the lLarge Aperture Seismic Array
(LASA) in Montana. It consisted of 21 subarrays, each with 25 short-
period, vertical-component seismometers (arranged in a circular pattern)
and a set of long-period, three-component seismometers at the subarray
center (Capon, 1973). Four smaller arrays were sponsored by the United
Kingdom Atomic Energy Authority (Corbishley, 1970): these were lo-
cated at Eskdalemuir, Scotland (Truscott, 1964); Yellowknife, Canada
(Weichert and Henger, 1976); Gauribidanur, India (Varghese et al., 1979);
and Warramunga, Australia (Cleary et al., 1968). Four smaller arrays were
also established in Scandinavian countries: the NORSAR array in Nor-
way (Bungum and Husebye, 1974), the Hagfors array in Sweden, and the
Helsinki and Jyviaskyla arrays in Finland (Pirhonen et al., 1979).

Some of these arrays were among the first ever to combine digital
computer methods for on-line event detection and off-line event process-
ing. They pioneered the way for automating the processing of seismic
data. However, these earlier seismic arrays were concerned almost exclu-
sively with studying teleseismic events. It is beyond our scope to discuss
them further.

In terms of historical development, microearthquake networks evolved
from regional and local seismic networks rather than from seismic arrays
for nuclear detection. Microearthquake networks also evolved from tem-
porary expeditions that studied aftershocks of large earthquakes to recon-
naissance surveys, and finally to permanent telemetered networks or
highly mobile arrays of stations. Methods and techniques to study mi-
croearthquakes have been developed (more or less independently) by vari-
ous groups in several countries, notably in Japan, South Africa, the
United States, and the USSR.

Although historical development of microearthquake studies in the
countries mentioned above will be discussed in Sections 1.1.4-1.1.7,
many pioneering investigations have been carried out in other countries as
well. For example, Quervain (1924) appeared to be the first to use a
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portable seismograph to record aftershocks. By deploying an instrument
near the epicenter of a strong local earthquake in Switzerland and by
recording in Zurich also, he was able to use the aftershocks to estimate P
and S velocities in the earth’s crust.

1.1.1. Magnitude Scale

Richter (1935) developed the local magnitude scale using data from the
Southern California Seismic Network operated by the California Institute
of Technology. At that time, this network consisted of about 10 stations
spaced at distances of about 100 km. The principal equipment was the
Wood-Anderson torsion seismograph (Anderson and Wood, 1925) of 2800
static magnification and 0.8 sec natural period. Richter defined the local
magnitude of an earthquake at a station to be

(ll) ML:]OgA_long

where A is the maximum trace amplitude in millimeters recorded by the
station’'s Wood-Anderson seismograph, and the term —log A, is used to
account for amplitude attenuation with epicentral distance. The concept
of magnitude introduced by Richter was a turning point in seismology
because it is important to be able to quantify the size of earthquakes on an
instrumental basis. Furthermore, Richter’'s magnitude scale 1s widely ac-
cepted because of the simplicity in its computational procedure. Subse-
quently, Gutenberg (1945a,b,c) generalized the magnitude concept to in-
clude teleseismic events on a global scale.

Richter realized that the zero mark of the local magnitude scale is
arbitrary. Since he did not wish to deal with negative magnitudes in the
Southern California Seismic Network, he chose the term —log A, equal to
3 at an epicentral distance of 100 km. Hence earthquakes recorded by a
Wood-Anderson seismograph network are defined to be mainly of mag-
nitude greater than 3, because the smallest maximum amplitude readable
is about 1 mm. In addition, the amplitude attenuation is such that the term
—log Ay equals 1.4 at zero epicentral distance. Therefore, the Wood-
Anderson seismograph is capable of recording earthquakes to magnitude
of about 2, provided that the earthquakes occur very near the station
(Richter and Nordquist, 1948).

1.1.2. Frequency—-Magnitude Relation

In the course of detailed analysis of earthquakes recorded in Tokyo,
Ishimoto and lida (1939) discovered that the maximum trace amplitude A
of earthquakes at approximately equal focal distances is related to their
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frequency of occurrence N by
(1.2) NA™ = k (const)

where m is found empirically to be 1.74. At about the same time, Guten-
berg and Richter (1941) found that the magnitude M of earthquakes is
related to their frequency of occurrence by

(1.3) log N =a - bM

where a and b are constants. The Ishimoto-lida relation does not lead
directly to the frequency—magnitude formula [Eq. (1.3)] because the max-
imum trace amplitude recorded at a station depends on both the mag-
nitude of the earthquake and its distance from the station. However,
under general assumptions, the frequency-magnitude formula can be de-
duced from the Ishimoto-Iida relation as shown by Suzuki (1953).

Many studies of earthquake statistics have shown that Eq. (1.3) holds
and that the value of b is approximately 1. This means that the number of
earthquakes increases tenfold for each decrease of one magnitude unit.
Therefore, the smaller the magnitude of earthquakes one can record, the
greater the amount of seismic data one collects. Microearthquake net-
works are designed to take advantage of this frequency-magnitude rela-
tion.

1.1.3. Classification of Earthquakes by Magnitude

Seismologists have used words such as “‘small’’ or “‘large’’ to describe
earthquake size. After the introduction of Richter’'s magnitude scale, it
was convenient to classify earthquakes more definitely to avoid am-
biguity. The usual classification of earthquakes according to magnitude is
as follows (Hagiwara, 1964):

Magnitude (M) Classification
M=7 Major earthquake (*'great’” for M = 8)
S=M<7 Moderate earthquake
I=M<s Small earthquake
I=M<3 Microearthquake
M <1 Ultra-microearthquake

There is now a tendency to denote as microearthquakes all earthquakes of
magnitude less than 3, and the term ultra-microearthquake is seldom
used. However, in the existing literature, terms like ‘‘small,”” ‘“‘very
small,”” “*minimal,”’ “*weak,”” and “‘local’” are often used to describe
earthquakes of microearthquake size.
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Because the dynamic range of seismic recordings is only of the order of
102 — 10%, different seismic networks are designed to study earthquakes of
different magnitude ranges. For example, the World-Wide Standardized
Seismograph Network (Oliver and Murphy, 1971) is designed to study
earthquakes of magnitude between 5.5 and 7.5; regional networks (such as
the Southern California Seismic Network used by C. F. Richter to de-
velop the local magnitude scale) are designed to study small and moderate
earthquakes (3 = M < 6); and microearthquake networks are designed to
study micro- and ultra-microearthquakes (M < 3). If an earthquake of
magnitude larger than the designed magnitude range of a network oc-
curred within the network, instrumental saturation would not allow a
complete study of the seismograms, but the first P-arrival times and first
P-motion readings would permit precise locations and fault-plane solu-
tions of the earthquakes.

1.1.4. Development in South Africa

Earth tremors related to deep gold mining operations were first noticed
in the Witwatersrand region of South Africa in 1908 (Gane et al., 1946). In
1910 a 200-kg Wiechert horizontal seismograph was installed about 6.5 km
north of the mining area. The records showed that many more tremors
occurred than were felt. Later, it became apparent that the average
tremor intensity and rate of occurrence were increasing, along with the rate
of tonnage mined and the depth of mining.

In the late 1930s a group at the Bernard Price Institute of Geophysical
Research began a detailed study of these tremors. Although the tremors
were assumed to be related directly to the mining activity (an early exam-
ple of man-made earthquakes), their exact location was the first question
to be answered. In 1939 five mechanical seismographs were constructed
and deployed in an array specifically to locate the tremors [Gane et al.
(1946)]. They recognized that a frequency response up to 20 Hz and a
timing resolution of 0.1 sec or better would be necessary. By establishing
a seismic network for high-quality hypocenter determination, they
showed that the tremors were indeed originating from within the mining
area, and more specifically, from within those areas mined during the
preceding 10 years.

More detailed studies of a larger number of tremors, with greater timing
resolution, were needed. Gane er al. (1949) described a six-station
radiotelemetry seismic network that they designed and applied to this
problem. At the central recording site there was a multichannel photo-
graphic recorder with an automatic trigger to start recording when an
earthquake was sensed. A 6-sec magnetic tape-loop delay line to preserve
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the initial P-onsets was devised. The early foresight of this research group
in specifying the requirements of instrumental networks to study mi-
croearthquakes and their ingenuity in the design, construction, and opera-
tion of this particular network deserve to be recognized.

1.1.5. Development in Japan

Because of frequent damaging earthquakes occurring in and near Japan,
Japanese seismologists pioneered in many aspects of earthquake re-
search. In order to observe earthquakes in epicentral areas, Japanese
seismologists (notably A. Imamura and M. Ishimoto) developed portable
seismographs to study aftershocks and to monitor seismicity. The works
by Imamura (1929), Imamura et al. (1932), Nasu (1929a,b, 1935a,b, 1936),
Tida (1939, 1940), Omote (1944, 1950a,b, 1955), and many others greatly
contributed to our knowledge of aftershocks. The paper that first intro-
duced the word ‘‘microearthquake’ was by Asada and Suzuki (1949).
They chose this word to be equivalent to the Japanese word bisho zisin,
which means very small or smaller than small earthquake (Z. Suzuki,
written communication, 1979).

Asada (1957) reported the first detailed study of microearthquakes. He
demonstrated that many microearthquakes could be detected in and near
Kanto district by ultrasensitive seismographs having a magnification of
107 at 20 Hz. Asada understood the technical requirements of recording
microearthquakes and the advantages of studying microearthquakes be-
cause of their higher rate of occurrence. He investigated the frequency-
magnitude relationship for microearthquakes, and tried to determine
whether microearthquakes also occur in seismic regions where larger
earthquakes occur. He foresaw the potential of using microearthquakes
to predict larger earthquakes.

Detailed studies of microearthquakes in the Kii Peninsula, central
Japan, using temporary arrays of short-period instruments and radio-
telemetry seismograph systems were carried out by Miyamura and his
colleagues in the 1950s and early 1960s (1966, with references therein
to earlier works). Timing accuracy was stressed in order to obtain precise
locations for the microearthquakes. Miyamura (1960) achieved an accu-
racy of £0.05 sec by using a recording paper speed of 4 mm/sec. Miyam-
ura et al. (1964) also used triggered magnetic tape recorders with a small
four-station array in Gifu Prefecture, central Japan. An endless tape loop
with a 20-sec delay time allowed recording of the initial P-onsets. An
automatic gain control system was used to allow better readings of the
S-phases.

The well-known Matsushiro earthquake swarm was first observed at
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the Matsushiro Seismological Observatory in August 1965. The swarm
activity increased remarkably, with more than 6000 microearthquakes
recorded daily by March 1966. By mid-April slightly more than 600
earthquakes were felt in one day (Rikitake, 1976). Many special studies,
including seismic and geodetic observations, were conducted. The papers
are too numerous to review here, but readers may consult, for example,
the Bulletin of the Earthquake Research Institute, University of Tokyo.

In the 1960s many microearthquake networks were established in Ja-
pan. These networks consisted of about 5-15 stations each and were
operated by many groups (Suzuki er al., 1979). More recently, an effort
was made to combine microearthquake data from several groups into a
central data processing center (T. Usami, personal communication, 1979).
This should mark a new era in microearthquake studies in Japan.

1.1.6. Developmént in USSR

The study of microearthquakes in the Soviet Union was initiated by G.
A. Gamburtsev and his colleagues. The early history was documented by
Riznichenko (1975). In the late 1940s Gamburtsev applied the experience
gained in seismic prospecting to the study of local weak earthquakes
(Soviet seismologists often used the term ‘‘weak’’ earthquakes to denote
microearthquakes). In 1949 and 1953 Complex Seismological Expeditions
were conducted in Turkmenia to map the focal region of the 1948
Ashkhabad earthquake. Networks of temporary stations were installed to
make detailed studies of the seismicity (Rustanovich, 1957; Gamburtsev
and Gal’perin, 1960a). In 1953 detailed studies of microearthquake dis-
tribution were carried out in the epicentral region of the 1946 Khait
earthquake in the Tadzhik Republic (Gamburtsev and Gal’perin, 1960b).

A major contribution by Gamburtsev was to organize the Tadzhik Joint
Seismological Expedition in the Garm and Khait regions beginning in
1954. Gamburtsev and his colleagues realized that microearthquakes
could provide large quantities of data to establish relations between mi-
croearthquakes and large events and to obtain knowledge of the
earthquake-generating process. The first stage of this expedition in 1955—
1957 resulted in the publication of the monograph Methods of Detailed
Investigations of Seismicity edited by Riznichenko (1960).

I. L. Nersesov became head of the Tadzhik Joint Seismological Expedi-
tion when Gamburtsev died in 1955. The expedition had a major role in the
development of a new generation of seismologists in the USSR, and in the
quantification of seismicity and seismic risk (Riznichenko, 1975). Nerse-
sov and his colleagues at Garm generally are credited with providing a
worldwide stimulus for earthquake prediction. In the 1960s they reported
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that changes in the travel time ratio t,/t, preceded earthquakes of moder-
ate size (Kondratenko and Nersesov, 1962; Semenov, 1969).

Fedotov and his colleagues at the Institute of Volcanology,
Petropavlovsk-Kamchatsky, USSR, made detailed studies of seismicity
in the Kamchatka—Kauriles region. They developed the concept of seismic
gaps and seismic cycles for the prediction of large earthquakes (Fedotov,
1965, 1968; Fedotov et al., 1969).

Telemetered microearthquake networks were developed only recently
in the Soviet Union, in cooperation with American seismologists (Wallace
and Sadovskiy, 1976).

1.1.7. Development in the United States

Systematic studies of local earthquakes in southern California began in
the 1920s through the effort of H. O. Wood. Anderson and Wood (1925)
developed the Wood-Anderson seismograph, a remarkably simple and
sensitive instrument at that time. From the 1920s to the 1950s Wood-
Anderson seismographs formed the backbone of the Southern California
Seismic Network, which was first operated by the Carnegie Institution
of Washington and later by the California Institute of Technology. Similar
studies of local earthquakes in northern California were carried out by the
Seismographic Stations of the University of California. Even though mi-
croearthquakes occurring near a station could be recorded, these regional
networks were not adequate to investigate microearthquakes, because
station spacing was sparse and instrument sensitivity was not high
enough. The first reported microearthquake study in the United States
was made by Sanford and Holmes (1962) near Socorro, New Mexico, in a
manner similar to that used by Asada (1957).

In the 1950s, J. P. Eaton developed a telemetered seismograph system
(peak magnification of 40,000 at 5 Hz) for the Hawaii Seismic Network.
The stations were deployed densely enough to permit precise location of
microearthquakes on a routine basis (Eaton, 1962). From 1961 to 1963,
Don Tocher upgraded the Seismographic Stations of the University of
California by telemetering seismic signals from individual stations via
telephone lines to a central recording center at Berkeley (Bolt, 1977a).
Thus by the early 1960s the key elements for a telemetered seismic net-
work were known.

At about the same time, portable seismographs of high sensitivity were
also developed (e.g., Lehner and Press, 1966). Several groups in the
United States began microearthquake surveys. Notable among these were
J. Oliver and his colleagues at the Lamont—Doherty Geological Obser-
vatory (e.g., Oliveret al., 1966), and J. N. Brune and his colleagues at the
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Caltech Seismological Laboratory (e.g., Brune and Allen, 1967). A de-
tailed study of the aftershocks of the 1966 Parkfield earthquake by Eaton
et al. (1970b) demonstrated that microearthquakes were useful in delineat-
ing the slip surface of the Parkfield earthquake in three dimensions. This
experience led Eaton and his colleagues of the U.S. Geological Survey
(USGS) to develop the Central California Microearthquake Network on a
large scale (Eaton er al., 1970a). Beginning with three local clusters of
stations in 1967, this network has grown to include 250 stations covering
central California in 1980.

Figures | and 2 illustrate one of the capabilities of a dense microearth-
quake network (such as the USGS Central California Microearthquake
Network). Figure la shows numerous faults mapped in the network re-
gion. Figure 1b shows earthquake epicenters determined by a good re-
gional network operated by the Seismographic Stations of the University
of California at Berkeley for a nine-year period. With a dense network of
stations, as shown in Fig. 2a, the spatial distribution of earthquake epicen-
ters delineates their relationship to active faults in only one year's obser-
vation, as shown in Fig. 2b.

In addition to several microearthquake networks developed and oper-
ated by the U.S. Geological Survey, others have been implemented by
various universities, for example, University of Washington (Crosson,
1972), St. Louis University (Stauder et al., 1976), and the Lamont-
Doherty Geological Observatory of Columbia University (Sykes, 1977).
In the 1970s, various agencies of the United States government became
concerned about earthquake hazards and supported the development and
operation of many microearthquake networks. Today, about 50 perma-
nent networks are operating in the United States (see Section 7.1).

Aggarwal et al. (1973) were the first to establish a network of portable
seismographs in the United States specifically to search for precursory
velocity anomalies similar to those reported from the Garm region, USSR.
They studied a swarm of microearthquakes in the Blue Mountain Lake
area of New York State. Detailed analysis of V,/V, ratios showed the
same type of behavior as in the Garm region, and changes preceding
earthquakes as small as magnitude 2.5 and 3.3 were observed (Aggarwal
et al., 1973, 1975). Using stations from the Southern California Seismic
Network, Whitcomb er al. (1973) reported similar precursory behavior
preceding the destructive San Fernando earthquake of February 9, 1971.

1.2. Overview and Scope

This work reviews some principles and applications of microearthquake
networks. In summarizing the present status, we emphasize methods and
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Fig. 1a. Schematic map showing fault traces in central California. The heavy lines
delineate major active faults.

techniques instead of results. Our review draws heavily on our experience
with the Central California Microearthquake Network of the U.S. Geolog-
ical Survey.

In Chapter 2 we describe mainly the instrumentation system employed
in the USGS Central California Microearthquake Network. We emphasize
the data processing systems of the same network in Chapter 3. Chapters 4
and 5 contain mathematical and computational preliminaries required in
modern analyses of microearthquake data. Although numerous papers
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Map showing earthquake epicenters (for the period 1962-1970) as determined

by the Seismographic Stations of the University of California at Berkeley. Station sites are

shown as triangles.

have been published on generalized inversion, nonlinear optimization, and
seismic ray tracing, uniformly developed and readable accounts of these
topics for seismologists seem to be lacking. Therefore, we attempt to
present these topics in an introductory manner. Chapter 6 deals with

methods of locating microearthquakes, of fault-plane solutions, and of

magnitude estimation. Simultaneous inversion of hypocenter parameters

and velocity structure is also discussed.
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Chapters 7 and 8 review various applications of microearthquake net-
works in earthquake prediction, hazard evaluation, exploration for geo-
thermal energy, and studies of crustal and upper mantle structure. Chapter
9is a brief summary of our personal views on microearthquake studies and
a few comments on the future development of microearthquake networks.
We have tried to keep mathematical notation consistent within each chap-
ter, but it may vary from one chapter to another. This is due in part to

differences in notation between the mathematical and seismological litera-
ture.
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Microearthquake studies have been published in a wide variety of jour-
nals and reports. They also appear in languages other than English, such
as Japanese, Russian, Chinese, German, and French. In the course of
preparing this work, we have collected more than 2000 articles related to
this subject. It is clearly beyond our abilities to treat every article equally
and fairly, especially the non-English papers. Nevertheless, we have se-
lected about 700 papers and books for references. The reference list is
arranged alphabetically by authors. If the paper is not in English, we have



14 1. Introduction

indicated the language in which it is written. We have cited many USGS
Open-File Reports, which are on file at the libraries of the U.S. Geological
Survey in Reston, Virginia; Denver, Colorado; and Menlo Park, Califor-
nia.

We hope that this work will provide some guidance for scientists begin-
ning this field of research and will serve as a general reference on mi-
croearthquake studies. In an attempt to make this book more useful to
readers, we have prepared a Glossary, an Author Index, and a Subject
Index. If a certain term is not familiar to the reader, the following steps
are recommended: (1) consult the Subject Index and refer to the pages
where the term in question may be defined or discussed, (2) consult the
Glossary, or (3) consult the standard references given in the Glossary.

The Author Index lists all the names that appear explicitly in the text. A
paper with three or more authors is referred to in the text by the name of
the first author followed by et al. Because the names of the other authors
in this case do not appear explicitly, they are not indexed. However, all
authors in the References section are included in the Author Index.
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2.1. General Considerations

Some microearthquake networks are intended to study seismicity and
active tectonic processes in relatively large regions. Others are set up for a
single objective (e.g., to evaluate particular sites for emplacement of criti-
cal structures such as dams or nuclear power plants). In any case, the
expected function of a microearthquake network should be the primary
concern in its design and operation. It is not our intent to discuss in detail
the design principles of all types of microearthquake networks. Rather,
we will review some factors that should be considered in laying out a
microearthquake network. These include: the merits of a centralized re-
cording, timing, and processing system; some considerations for station
location; and an approach to the selection of an optimal frequency re-
sponse for the system. In all cases we assume that the first function of a
network is to locate earthquakes that occur within the network and to
compute their magnitudes. We and our colleagues in Menlo Park have
been developing the large USGS network in central California (Fig. 3) for
many years. We will describe our techniques in some detail because many
of them could be applied to other networks. Finally, we will briefly sum-
marize some features of other microearthquake networks.

2.1.1. Centralized Recording Systems

Telemetry transmission and centralized timing and recording systems
are commonly used for operating microearthquake networks. In this
method the output signal from a seismometer is conditioned and amplified
at the field station, and converted for telemetry transmission to a central
location. At this location signals from many stations and a common time
base are recorded. Recordings may be on magnetic tape, paper, or photo-
graphic film. Recent advances in digital computer technology allow seis-
mic signals to be processed directly on-line as well.

15
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The principal advantage in using a centralized recording system is that a
common time base can be established for the entire network. Since only
one time base is needed, greater effort can be put into maintaining a
dependable and precise time standard. The common time base eliminates
the need for separate clock corrections for each station. Keeping separate
clock corrections has been a principal headache for seismologists, and
errors in clock corrections limit the precision in locating earth-
quakes.

Another advantage is that many seismic signals can be recorded on a
common film or magnetic tape medium. Mass recording on film makes it
easier to identify seismic events and to read records. The labor involved in
reading multichannel film records is typically several times less than that
for reading single-channel records. Mass recording on magnetic tape
makes it possible to use a computer for more sophisticated analysis.
Compared with the 1-mm/sec recording speed used by the standard 24-hr
drum recorder, greatly improved time resolution is available with cen-
tralized film or tape recording systems. For example, time bases ranging
from 10 to 100 mm/sec are used routinely for multichannel oscillographic
playbacks from tape-recorded data.

Finally, having seismic signals from the entire network available at one
location permits rapid correction of instrumental malfunctions and per-
mits real-time monitoring and analysis of seismic activity within the net-
work.

2.1.2. Station Distribution and Site Location

Previous studies (e.g., Bolt, 1960; Lee er al., 1971) suggested that if the
crustal structure is homogeneous, stations in a seismic network should be
evenly distributed by azimuth and distance. In particular, to obtain a
reliable epicenter, the maximum azimuthal gap between stations should be
less than 180°; to obtain a reliable focal depth, the distance from the
epicenter to the nearest station should be less than the focal depth. For
example, focal depths of central California earthquakes are typically 5-10
km. It follows that an average station spacing ¢ not greater than 10-20 km
is needed. If earthquakes are uniformly distributed over a region of area
A, then a network of approximately A /&2 stations (which are evenly dis-
tributed over the region) is required. If earthquakes are concentrated
along fault zones, then the minimum spacing applies only for stations near
the fault zones, and the total number of stations required could be less.
Optimal- distribution of stations has been studied by many authors [e.g.,
Sato and Skoko (1965), Peters and Crosson (1972), Kijko (1978), Lilwall
and Francis (1978), and Uhrhammer (1980b)].



18 2. Instrumentation Systems

In practice, however, we are faced with physical constraints such as
accessibility and sources of cultural and natural noise. For example,
Raleigh er al. (1976) used a 13-station network to study microearthquakes
from a specific source area within a producing oil field near Rangely,
Colorado. Seismicity of primary interest was confined to an area about 2
km wide by 6 km long. Focal depths were in the range 1-S km. The
purpose of the network was to determine if fluid injection and withdrawal
would be effective in controlling seismic activity. Seismometers were
concentrated around the area of interest and distributed more sparsely at
greater distances. This arrangement provided good hypocentral control in
the experimental area and still allowed seismicity in the surrounding area
to be monitored.

By contrast, a 16-station microearthquake network in southeast Mis-
souri has a relatively uniform distribution of stations (Stauderer al., 1976).
The primary purpose of the network is to delineate the features of the
New Madrid seismic zone—the site of the major earthquakes of 1811-
1812. In this case the entire area is under investigation, and it is important
to establish the regional seismicity unbiased by station distribution.

Certain physical constraints will also affect station distribution. For
example, Quaternary alluvium should be avoided if possible, as it usually
has higher background noise than more competent rock. In some places in
the USGS Central California Microearthquake Network, station distribu-
tion is relatively sparse (Fig. 3). Sometimes this is due to inaccessible
terrain or to large bodies of water, where the cost of station operation
outweighs the expected benefits. Other places are not instrumented be-
cause of their proximity to large cities that generate too much cultural
noise.

One way to reduce cultural noise is to place seismometers at some
depth. For example, Steeples (1979) placed 10-Hz geophones in steel-
cased boreholes 50-58 m deep for a 12-station telemetered network in
eastern Kansas. This was effective in reducing cultural noise (such as that
from nearby vehicles and livestock) by as much as 10 dB. However, it was
less effective in reducing train and other noise in the range of 2-3 Hz.
Takahashi and Hamada (1975) described the results of placing seismome-
ters in deep boreholes in the vicinity of Tokyo. Velocity seismometers with
a natural frequency of 1 Hz were placed in a hole 3500 m deep, along with
sets of accelerometers, tiltmeters, and thermometers. Within the fre-
quency range of 1-15 Hz, the spectral amplitude of the background noise
was about 1/300 to 1/1000 of that observed at the surface. This noise level
was small even when compared with that from other Japanese stations
located in quieter areas.
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2.1.3. Instrumental Response

The frequency response of a seismic system describes the relative am-
plitude and phase at which the system responds to ground motions as a
function of frequency. The dynamic range is the ratio of the largest to the
smallest input signal that the system can measure without distortion. In
general, both of these parameters are functions of frequency and describe
the expected performance of a system. Earthquakes ranging in magnitude
from O to 6 may be expected to occur within a typical microearthquake
network. Because the magnitude scale is logarithmic, this corresponds to
ground amplitude ratios of 10°: 1. Achieving such a dynamic range is a
challenge in instrument design. Specifying the appropriate frequency re-
sponse involves seismological considerations, and this is discussed next.

The frequency content of earthquake waveforms varies with
magnitude—from 200 to 1000 Hz for small, very local events (Armstrong,
1969; Bacon, 1975) to periods of 50 min or more for the normal modes of
oscillation generated by great earthquakes. Within this wide spectrum,
earthquakes as recorded by typical microearthquake networks show pre-
dominant spectral content between 1 and 20 Hz.

Generally one cannot arbitrarily choose a broadband instrument for a
large network because of various trade-offs. At the low-frequency end (<1
Hz, say) microseismic noise (Peterson and Orsini, 1976) may limit the
number of earthquakes recorded. At the high-frequency end (>50 Hz,
say) faster recording speeds and increased bandwidth for the telemetry
transmission system are needed. Frequency-dependent absorption within
the earth would limit the registration of high-frequency events to very
local ones. High-frequency cultural noise also contaminates seismic sig-
nals. All these factors work against using a broadband system for routine
microearthquake studies. However, broadband systems are valuable in
special topical studies of microearthquakes (e.g., Tucker and Brune,
1973).

One way to find the appropriate frequency range for a microearthquake
network is first to compute spectra from a suite of earthquakes of varying
magnitude and epicentral distance, and then select the frequency band
corresponding to the dominant spectral levels. On the other hand, Eaton
(1977) attacked the problem from an opposite point of view. He computed
theoretical ground displacement spectra in the magnitude range 0-6 and
then examined how these spectra would be modified by a particular in-
strumental system. His discussion dealt with the instrumentation pres-
ently used in the Central California Microearthquake Network of the
U.S. Geological Survey. Because his method is applicable to other sys-
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tems with appropriate substitution for certain parameters, it is discussed
here in some detail.

From seismic source theory one can calculate spectral amplitudes of
ground motion for certain source models. These calculations illustrate the
variation in frequency content that would be expected for earthquakes of
varying magnitude and source characteristics. The output of a particular
instrumental system may then be ascertained by combining the spectrum
of the expected ground motion with the frequency response of the instru-
mental system.

More specifically, Eaton (1977) used Brune’s (1970) model of the seis-
mic source as presented by Hanks and Thatcher (1972). It models an
earthquake dislocation as a tangential stress pulse applied equally, but in
opposite directions, to the two inner surfaces of a fault block. In this
model the far-field shear displacement spectrum can be represented by
three parameters: the long-period spectral level €}, the corner frequency
fo, and a parameter &, which controls the rate of fall-off of the displace-
ment spectrum at frequencies above f,. If £ = 1, the stress drop associated
with the earthquake is complete, that is, the effective shear stress equals
the shear stress drop (Hanks and Thatcher, 1972, p. 4395). Withe = 1, the
long-period spectral level €2 is constant for frequencies of less than about
fo and decreases as f~2 for frequencies greater than fo.

For ¢ = 1, seismic moment M ,, local magnitude M, long-period spec-
tral level £}y, corner frequency f,, stress drop Ao, epicentral distance R,
density p, and shear velocity S are related as follows (Thatcher and
Hanks, 1973):

2.1 M, = 47pBR3Q,R/0.85
(2.2) Ao = 106 pRQ, f3/0.85
(2.3) log My = 16 + 1.5M, (M, in dyne-cm)

To reduce these equations to variables only in {24 and f, as a function of
M, Eaton (1977) followed Thatcher and Hanks (1973) and set p = 2.7
gm/cm?® B = 3.2 km/sec, and R = 100 km. Setting the stress drop Ao to
5 bars, Eaton obtained

2.4) log 2y = 1.5M — 9.1 (€Yo in cm-sec)
(2.5) log fo = 2.1 — 0.5M,

The theoretical spectral amplitudes of ground displacement for earth-
quakes from magnitude 0 to 6 are shown in Fig. 4. These theoretical
spectra were computed from Eqgs. (2.4)—(2.5). The instrumental response
of the short-period seismic system used in the USGS Central California
Microearthquake Network is shown in Fig. 5. The set of combined dis-
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Fig. 5. Stylized diagram of displacement amplitude response for the USGS short-period
microearthquake system (modified from Eaton, 1977). The numbers along each segment of
the curve are in units of decibels per octave.
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placement spectra that would be recorded by the instrumental system is
shown in Fig. 6. These are obtained by adding the logarithmic instrumen-
tal response curve to each of the logarithmic theoretical ground displace-
ment curves. The locations of the theoretical corner frequencies for earth-
quakes from magnitude 0 to 6 are shown by arrows in this figure. All the
response curves are stylized; each is represented by a small number of
linear segments. This is sufficient for the present discussion and is an
accepted way to diagram frequency response (Willmore, 1961). The theo-
retical ground displacement curves in Fig. 4 do not include the effects of
the radiation pattern at the source, absorption and scattering along the
transmission path, and conditions at the recording site. These effects are
discussed in Thatcher and Hanks (1973).

Some interesting relations can be inferred from the combined displace-
ment response curves (Fig. 6). For earthquakes in the magnitude range
slightly greater than 1 to about 4, the peak of the combined displacement
response curve or, equivalently, the frequency of the maximum amplitude
that would be seen on the seismogram, varies with the magnitude of the
earthquake. For the assumed source model this frequency corresponds
to the corner frequency f,.

T T T 1

LOG COMBINED DISPLACEMENT RESPONSE

0.01

FREQUENCY (Hz)

Fig. 6. Theoretical combined displacement response as a function of frequency for
earthquakes ranging in magnitude from 0 to 6. Corner frequencies of these earthquakes are
shown by arrows, and magnitude of each earthquake is indicated by an integer to the left of
each curve.
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Outside of this magnitude range the frequency of the maximum ampli-
tude that would be seen on the seismogram does not change. For earth-
quakes greater than magnitude 4, the frequency of the maximum ampli-
tude will always be 1 Hz. This is caused by (1) the rapid roll-off of the
seismometer displacement response below its natural frequency of 1 Hz,
and (2) the corner frequency being less than 1 Hz. For earthquakes less
than magnitude 1 (assuming that they can be recorded at the 100-km
distance assumed here), the frequency of the maximum amplitude will
always be 30 Hz. This is caused by (1) the rapid roll-off of the response of
the seismic amplifier and discriminators above 30 Hz, and (2) the corner
frequency being greater than 30 Hz.

2.2. The USGS Central California Microearthquake Network

In 1966 the U.S. Geological Survey began to install a microearthquake
network along the San Andreas fault system in central California. The
main objective was to develop techniques for mapping microearthquakes
in order to study the mechanics of earthquake generation (Eaton er al.,
1970a). The network was designed to telemeter seismic signals from field
stations to a recording and processing center in Menlo Park, California.
By early 1980 the network had grown to 250 stations.

Although the basic idea of telemetry transmission and recording has not
changed, the instrumentation has been modified since 1966. Major effort
has gone into (1) making the field package low power, compact, long-
lived, and weather resistant; (2) increasing signal-to-noise ratio through-
out the system; (3) understanding the frequency response of the entire
system and its primary components; and (4) improving timing resolution
and precision. In cooperative programs with other institutions, equipment
similar to that in the USGS Central California Microearthquake Network
has been used widely in the United States and some other countries as
well. For these reasons we believe that a review of the instrumentation of
this network would be instructive.

2.2.1. System Overview

Figure 7 illustrates the major elements of the instrumentation system as
currently used. The field package includes a seismometer, amplifier,
voltage-controlled oscillator (VCO), frequency stabilizer, automatic daily
calibration system, power supply, and telemetry interface. Qutput from
one field package normally is connected to a nearby telephone line drop
and transmitted continuously to Menlo Park. A standard voice-grade tele-
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Fig. 7. Major elements of seismic instrumentation of the USGS Central California Mi-
croearthquake Network.

phone circuit with no special conditioning is used. If the field package
output cannot be connected to a drop, it is transmitted via line-of-sight vhf
radio to a convenient drop and transmitted from there using the telephone
system.

As many as eight seismic signals are carried along one voice-grade
circuit. This is accomplished by frequency division multiplexing (FDM),
as follows. Voice-grade lines transmit audio signals in the frequency range
of 300-3300 Hz. In our system of FDM the usable bandwidth is divided
into eight FM subcarriers, each with a uniquely specified center fre-
quency. A voltage-controlled oscillator in the field package converts the
analog signal from the seismometer into a frequency-modulated signal for
transmission. Figure 8 shows the eight subcarrier center frequencies used.
The frequencies denoted as T1, T2, and C are not transmitted, and are
discussed later. The maximum deviation allowed from each center fre-
quency is =125 Hz, which corresponds to +3.375 V peak output from the
amplifier. A spectrum analyzer monitoring a well-adjusted telemetry line
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Fig. 8. Format of frequency division multiplexing (FDM) used for telemetry transmis-
sion and recording by the USGS Central California Microearthquake Network (modified
from Eaton, 1976).

would show eight spectral peaks, spaced at intervals of 340 Hz and of
approximately the same height. The reason for using FDM is to reduce the
cost of data transmission.

When the telemetered FDM signal reaches the central recording site, it
is divided and sent to two places (Fig. 7). First, it is sent through an
automatic gain control (AGC) system, time code and other signals are
added to it, and the combined signal is recorded in direct mode on an
analog magnetic tape recorder. Second, it is sent through a bank of eight
frequency discriminators (matching the eight FDM subcarriers), and the
original analog signals are restored. The analog signals may be recorded
on paper or photographic film. They may also be sent to an on-line com-
puter system or retransmitted to other recording centers.

Eaton (1977) summarized the amplitude-frequency response of each of
the major components of the USGS telemetry system (Fig. 9). Before
proceeding with a summary of the instrumentation, it is instructive to
consider how each system component contributes to the response of the
entire system. The response curves in Fig. 9 are determined from design
and manufacturers’ specifications and from simple tests with a function
generator. Each response curve is stylized, with emphasis given to the
frequency at which various slopes change and to the rate of attenuation.

Figure 9A-C shows the essential features of the amplitude—frequency
response for the major electronic units—the amplifier and VCO in the field
package, and the discriminator at the central recording site. The com-
bined response of these three units is shown in Fig. 9D and is referred to
as the electronics response. The low-frequency roll-off starting at 0.1 Hz
for the electronics response is due solely to the amplifier in the field
package, whereas the high-frequency roll-off starting at 30 Hz has con-
tributions from both the amplifier in the field and the discriminator at the
central site. Figure 9E-G shows the response of the recording devices—
the Oscillomink (a multichannel ink-jet oscillograph), the Develocorder,
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Eaton, 1977). Amplitude attenuation is shown as an integer in dB/octave.

and the Helicorder. The Oscillomink is used for making high-speed
playbacks of earthquakes originally recorded on magnetic tape. It has a
flat frequency response from dc to well over 100 Hz. The Develocorder is
the primary on-line film recording device. In order to suppress low-
frequency microseismic noise and to prevent trace wandering caused by
VCO drift, a 0.5-Hz low-cut filter has been added to each input terminal of
the Develocorder. The 15.5-Hz galvanometer accounts for the high-
frequency roll-off in the Develocorder response. Because the Helicorder
uses recording speeds as low as 30 and 60 mm/min, its frequency response
roll-off points are set at 0.1 and S Hz.

Figure 91-K shows the combined response of the electronics and re-
cording media—in other words, of everything but the seismometer. Be-
cause the Oscillomink response (Fig. 9E) is flat to well beyond 100 Hz, the
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combined response (Fig. 91) may be considered to represent that of the
analog tape recorder as well. Figure 91-K shows that the tape recorder
has the broadest frequency response of the three recording media. The
stylized frequency response of the complete system (Fig. 91.-N) is ob-
tained by adding the logarithm of the seismometer response (Fig. 9H) to
that of the three recording media and electronics (Fig. 91-K). Although
Fig. 9L shows that the peak response of the tape recorder is at 30 Hz, the
measured peak response is at 22 Hz. The measured peak response of the
Develocorder and Helicorder systems is at 14 and 5 Hz, respectively.

2.2.2. Field Package

The field package (Fig. 10) contains a seismometer, amplifier, voltage-
controlled oscillator (VCO), center-frequency stabilizer, automatic cali-
bration unit, power supply, and telemetry interface.

The seismometer is a Mark Products Model L-4C, with a natural fre-
quency of 1 Hz and a suspended mass of 1 kg. A resistive L-pad between
the seismometer and the input to the amplifier results in a damping factor
of 0.8 critical value and an effective motor constant of 1.0 V.cm™ sec. The
resistor values for the L-pad are calculated individually for each
seismometer—amplifier pair because of measurable variations in the coil
resistance, motor constant, natural frequency, and open circuit damping
of the seismometers (Healy and O'Neill, 1977).

The USGS amplifier accepts signals in the microvolt to millivolt range
and has a frequency passband (-3 dB points) of 0.1-30 Hz with a 12
dB/octave roll-off. System noise, referred to the input, is 1.0 uV (peak to
peak) with a source impedance of 10,000 ohms. Maximum voltage gain of
the unit is about 90 dB; attenuation is adjustable in 6-dB steps to 42 dB.
The output from the amplifier modulates the center frequency of the
USGS voltage-controlled oscillator unit for transmission.

Earlier versions of the field package consisted only of the components
just described. Later, remarkable reductions in package size and power
requirements were achieved by using integrated circuits. This made it
practical to add two important functions to the field package—automatic
calibration for the entire system and center frequency stabilization for the
VCO unit.

A daily calibration sequence initiated by the field package interrupts the
seismic data transmission and is recorded at the central site (Van Schaack,
1975). The sequence is about 40 sec long. It begins with a pulse-height-
modulated code that provides a unique serial number for the field pack-
age. This is followed by a seismometer release test and an amplifier step
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Fig. 10. Field package used in the USGS Central California Microearthquake Network.
The back side which contains the power supply is shown on the left, and the front side which
contains the electronic components is shown on the right. The seismometer is not shown.
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Fig. 11. Calibration signal generated by the automatic daily calibration system of the
USGS Central California Microearthquake Network. The vertical scale is arbitrary.

test (Fig. 11). In the release test a fixed dc current is applied to the
seismometer coil for a few seconds to offset the seismometer mass. The
current is switched off and the seismometer mass is free to return to an
equilibrium position. This motion of the seismometer mass corresponds to
a step in ground acceleration. In the step test the seismometer is electri-
cally disconnected from the amplifier and a fixed voltage step is applied to
the amplifier input. The result is a second transient containing information
about the frequency response of the entire system excluding the seis-
mometer.

Center-frequency drift of the VCO unit can be caused by many factors.
Among these are changes in ambient temperature and battery voltage, and
aging of components. It is not unusual for the center frequency to change
as much as 25% of full deviation (30 Hz out of 125 Hz maximum). A
change in the center frequency introduces a dc offset in the recorded
signal that degrades the signal-to-noise ratio. To combat this problem a
center-frequency stabilizer was designed by Jensen (1977) and installed in
the field package. The stabilizer averages the VCO output frequency over
an interval of about 10 sec. A small dc correction voltage (—54 dB) is
applied to shift the averaged frequency toward its nominal value. Each
correction voltage is so small that it is within the system noise. However,
the cumulative effect of many small corrections produces the compensa-
tion required to stabilize the center frequency.
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The output impedance and signal level for the single component field
package is compatible with the requirements of the telephone system. If
more than one field package is used at one site, then seismic signals at
different center frequencies are combined by a summing amplifier. For
example, this happens when a two- or three-component system is used or
when radiotelemetry signals are brought together from remote points.

Except for some components of the automatic daily calibration unit, the
entire field package is powered by two 3.65-V lithium cells. The lithium
cells are rated at 30 A - hr each and are the size of standard D cells. The
field package continuously draws about 600 A from these cells. To pro-
vide power for the automatic daily calibration, additional battery cells are
used. Four alkaline-type AA cells provide a total of 6 V to close the relays
for the 40-sec duration of the daily calibration test. A 1.35-V mercury cell
is used as the voltage standard for the seismometer release test and the
amplifier step test. Battery life under field operation conditions is 2 years.

2.2.3. Central Recording Site

Although the field package usually provides a well-conditioned signal to
the telephone system for transmission, the amplitude of the multiplexed
seismic signals received at the central recording site may have large varia-
tions. These variations pose a serious problem for the analog tape record-
ers. To achieve adequate signal-to-noise ratio in playbacks of earth-
quakes from the analog tapes, the multiplexed seismic signals must be
recorded within narrow amplitude limits. An automatic gain control
(AGC) unit was designed and installed by Jensen (1976b) to accomplish
this. The AGC unit is used only on multiplexed signals that are sent to the
tape recorders. The multiplexed signals sent to the discriminators do not
go through any signal conditioning circuits (Fig. 7).

Before the multiplexed seismic signals are recorded on unalog tapes,
each has three additional signals combined with it (Jensen, 1976a). One of
these is a reference frequency for tape-speed compensation, set at 4687.5
Hz. It 1s used in a subtractive compensation mode on playback. The other
two signals are serial time codes, set at center frequencies of 3500 and
3950 Hz, with deviation of =50 Hz. These signals are recorded on each
track in order to eliminate some sources of timing error and to increase
signal-to-noise ratio upon playback of the tape. It is possible to combine
these three signals with the eight from the telemetry system because their
frequency range of 3450-4687.5 Hz is well above the highest frequency
{3185 Hz) associated with the telemetry system, and yet is still below the
5000 Hz limit of the tape recorders running at 15/16 in./sec (Fig. 8). To
obtain the desired rise times and noise reduction, Eaton and Van Schaack
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(1977) showed that the frequency spacing between the timing and com-
pensation subcarriers must be greater than that for the seismic data sub-
carriers.

The combined signals are recorded on Bell and Howell Model 3700B
tape recorders, in direct-record mode. Fourteen tracks are recorded on
the 1-in.- (25.4-mm) wide tape. The tape recorder speed of 15/16 in./sec
(23.8 mm/sec) requires that the standard 7200-ft- (2195-m) length tape be
changed daily. Because each multiplexed signal can have eight seismic
signals within it, each 14-track tape recorder can accommodate 112 seis-
mic signals. At present four such recorders are used for the USGS Central
California Microearthquake Network.

2.2.4. Timing Systems

Radio signal WW VB of the National Bureau of Standards (broadcasting
at 60 kHz) is taken as the primary time base. The time signal is a serial
binary code at 1 pulse/sec. The binary code is synchronized to the 60 kHz
carrier and is referenced to UTC—universal time coordinated (Biair,
1974). Because radio reception of WWVB is of variable quality, a Time
Code Generator made by Datum Products Co. is maintained at the central
recording site as a secondary time base. It is driven by a rubidium fre-
quency standard, with a rated precision of one part in 10** per second. In
addition, it generates a 30-bit parallel time code and two serial time codes,
in IRIG-C and IRIG-E formats.

All three serial time codes (WWVB, IRIG-C, and IRIG-E) provide time
of day in units of Julian day, hour, minute, and seconds. Because WWVB
time code consists of I1-pulse/sec markers, time resolution less than 1 sec
must be obtained by interpolation. Similarly, IRIG-C and IRIG-E consist
of 2-pulse/sec and 10-pulse/sec markers, respectively, and time resolution
less than 0.5 or 0.1 sec requires interpolation. The 30-bit parallel time code
generated by the time code generator has a resolution of 1 sec. Serial time
codes are sent to the linear recording devices (Fig. 7): Helicorder, De-
velocorder, and magnetic tape recorders. The parallel time code is sent to
digital devices: the on-line computer and other digital data acquisition
devices (not shown in Fig. 7).

The time code generator is kept within =0.005 sec of universal time by
daily comparison of the IRIG-C serial time code with the WWVRB radio
signal. Corrections are not made for radio propagation delay. Power fail-
ure or fluctuation at the central recording site does not affect the time code
generator, as it is supplied by a float-charged battery system.

In addition to WWYV and WWVB time services (Howe, 1976), which
can suffer from limited range or variable propagation quality, there are
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other sources of timing signals available or under development. These
include the Omega navigation system (Kasper and Hutchinson, 1979)
operating in the 10 kHz band, and the GOES satellite time system (Anon-
ymous, 1978) operating in the uhf band. Furthermore, many nations
broadcast their own time signals.

2.2.5. System Ampl;'tude—F requency Response

The automatic daily calibration unit in the field package generates a
sequence of transient calibration signals every day. Two different theoret-
ical approaches to calculate system response from the signals have been
developed—a Fourier transform technique (Espinosa et al., 1962; Bakun
and Dratler, 1976) and a least-squares technique (Mitchell and Landis-
man, 1969; Healy and O’Neill, 1977). In addition, Stewart and O’Neill
(1980) implemented a method that combined simple analytic expressions
for the response of individual components into the response function for
the entire system.

In the Fourier transform method the complete seismic system is mod-
eled as a black box which transforms a given input signal to an output
signal. The complex ratio of the Fourier transform of the output signal to
that of the input signal is defined as the response function of the black box.
If the system is linear, causal, and time invariant, then this complex ratio
completely describes the properties of the system. The Fourier transform
method is purely empirical; no assumption is made about the shape of the
system response.

In the Fourier transform method as applied by Bakun and Dratler (1976)
the recorded transient signal generated by the seismometer mass release
test or the amplifier step test (Fig. 11) is taken as the output signal for the
black box. This signal is digitized and its Fourier transform is computed
by the fast Fourier transform technique. The Fourier transform of the
input signal is determined by theoretical considerations as follows. The
input signal generated by the seismometer mass release test is equivalent
to a step in ground acceleration h(z), where ¢ is time. The Fourier trans-
form of A(t) is given by

(2.6) H(f) = (GI/2wfM) expli3m/2)

where G is the seismometer motor constant, M is the seismometer mass, /
is the current that displaces the seismometer mass, / is v/~1, and f is the
frequency in hertz. Similarly, the Fourier transform of the input signal
generated by the amplifier step test is
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2.7 S(f) = (E/2nf) expli3w/2)

where E is the voltage step applied to the amplifier.

Using the seismometer mass release test and the amplifier step test,
Bakun and Dratler (1976) developed an interactive computer program to
calculate complex response functions for the complete seismic system, for
the electronics and recording subsystem, and for the seismometer. To
avoid spectral contamination by aliasing, they recommend a digitization
rate of 200 samples/sec. Figure 12 shows the amplitude response of the
complete system, as computed by Bakun and Dratler (1976). The ampli-
tude response is badly contaminated by noise at frequencies above 20 Hz.

Bakun and Dratler (1976) also developed a method to compute a
smoothed system response. The method retains the same response curve
as originally computed in Fig. 12 for frequencies lower than 2 or 3 Hz, and
it extends an interpolated curve through the noisy portions of the response
at frequencies above 10 Hz. The smoothed system amplitude response is
shown in Fig. 13.

Using these same daily calibration signals, Healy and O’Neill (1977)
applied a least-squares technique to compute the amplitude response.
This technique assumes an analytic form for the input and output calibra-
tion transients. In deriving their analytical model Healy and O’Neill (1977)
assumed that the frequency response for the seismic system (and its indi-
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(2.8) Flw) =

A - A, - - Ap

m=n

where w is the frequency in radians per second, «; are the poles of the
function F(w), C; are real constants associated with each pole, [ is the
power of the low-frequency roll-off, n — [/ is the power of the high-
frequency roll-off in the amplitude response, and A; are amplitude factors
representing the sensitivity or gain of individual components within the
system.

Because the physical system represented by F(w) is real and causal, all
the poles lie in the upper half of the complex plane. They are located
either on the imaginary axis or off the axis as matched pairs (i.e., mirror
images through the imaginary axis). Those that lie on the imaginary axis
are single poles and have the form —a;/(w — «;), or the form w/(w — ay),
where «; = iy, and w, is the frequency in radians per second. Those poles
that occur as matched pairs are double poles and have the form oo /(@ —
a)(w — ay) or w*/(w — a)(w — ay), where
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(2.9 o5 = wliB + (1 — B2)'], ar = woliB — (1 — B2)12]

we = 27fo
and 8 can be interpreted as a damping coefficient.

For example, if Eq. (2.8) is taken as the frequency response of the
complete seismic system, then the impulse response in the time domain is

(2.10) fi=Qm)™! ]x Flw) expliot) dw

When this integral is evaluated, the residue at the jth pole is found to be
bil ) expliagt), where

((L) - aj)il_"(l)l(CICZ s Cn)
(0 —a)lo —ap) - (0 — a)

2.11) bjlw) = (0 — ) Fw) =

b a;) means b; evaluated at w = «;, and the factors A; have been ignored.
The impulse response for the complete seismic system is written as

n

(2.12) A = ibjay) expliagt)

=1
Expressions similar in form to Eq. (2.12) were derived by Healy and
O’Neill (1977) for the time domain representation of the amplifier step test
and the seismometer release test.

Starting with the expression for the time domain form of the amplifier
step test, Healy and O’Neill (1977) applied a least-squares method to
calculate the locations of the poles «; Trial values of the «; and fixed
values of / and n were determined from calibration of various components
of the system—for the step test this is the amplifier, VCO, and the dis-
criminator. Refined values for the poles «; were computed by least
squares, and these were substituted into Eq. (2.9) to compute f, and (.
The refined values also were substituted into Eq. (2.8), and a theoretical
response was computed for the amplifier—-VCO-discriminator combina-
tion. The agreement between the calculated response and that determined
by calibration in the laboratory was very good.

Stewart and O’Neill (1980) used Eq. (2.8) to calculate the frequency
response for various combinations of units used in the USGS Central
California Microearthquake Network. We shall illustrate their method by
calculating the response of the complete seismic system from seismome-
ter to the viewing screen used for the 16-mm Develocorder films.

Before the system response can be calculated from Eq. (2.8), the con-
stants /, n, C;, «;, and A; must be determined. It is convenient to divide the
complete system into four units and to determine these constants sepa-



TABLE 1

Seismic System Response Parameters for USGS Central California Microearthquake Network”

Standard
C-factor amplitude factors
_ Response A, specified by
Unit fo (Hz) J¢; n { G Cx element USGS
Seismometer and L-pad 1.0 0.8 2 3 1 1 iw'/lw — el — o) 1.0 Vcm™ sec
Seismic amplifier and voltage- 0.095 1.0 2 2 1 1 o — aglw — ay) 8318 (amplifier)
controlled oscillator (VCO) 44.0 1.0 2 0 we Wy o — alo — ay) 37.04 Hz/V (VCO)
Discriminator 60.0 1.0 2 0 o wy —1/(w — aflw — ag) 0.0160 V/Hz
130.0 0.7 2 0 wg W —w — alw — ax)
16-mm film recorder and film viewer 0.53 b 1 1 1 b of/(lw — o) 4cem/V
15.5 0.7 2 0 wg Wy /(o — a)lo — o)

@ Stewart and O’Neill (1980).
® The response element is a single pole and is defined only by f;.
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rately for each unit (Table I). These units are (1) the seismometer and
L-pad, (2) the seismic amplifier and voltage-controlled oscillator, (3) the
discriminator at the central recording site, and (4) the 16-mm film recorder
and film viewer.

For the seismometer and L-pad, the constants/ = 3,n = 2, and C; =
C; = | are determined by comparing Eq. (2.8) with the Fourier transform
of the response of an electromagnetic seismometer to a delta function
(Healy and O’Neill, 1977)

(2.13) Viw) = Gio*/lw — ay)lw — ay)

where V(w) is the Fourier transform of the output voltage v(#), G is the
effective motor constant of the seismometer and L-pad combination, and
w, oy, and ay have the same meaning as in Eq. (2.8). The constants «; and
oy are computed from Eq. (2.9) using the USGS standard values f, = 1.0
Hz, and B8 = 0.8. The constant 4; = G = 1.0 V cm™! sec is the USGS
standard value for the effective motor constant (Fig. 7). These values are
all given in the first line of Table 1.

For the remaining three units, the amplitude factors A; are standard
values specified by the USGS (Table I), and other response parameters
are determined by calibration in the laboratory. For each of the three units
the measured frequency response curves were compared to sets of master
response curves calculated for certain values of /, n,C; and, where appro-
priate, 8. A visual fit of the laboratory calibration curves to the master
curves provided the values of f, and 8 for each instrumental unit. From
these values a; and a; were determined from Eq. (2.9).

Table 1 contains all the data required by Eq. (2.8) to calculate the
system amplitude response. If complex arithmetic is used to calculate
F(w), then the system amplitude response is the absolute value of the
complex expression Eq. (2.8). The amplitude response for the system
specified by Table I is shown in Fig. 14.

Bakun and Dratler (1976) summarized the relative merits of the Fourier
transform and least-squares techniques. They pointed out that these two
approaches are complementary, and each has its applications in calibrat-
ing microearthquake networks. The Fourier transform technique may be
used routinely to verify that the system is operating within specifications
with no unexpected sources of noise. It may also be used to correct
seismic data for system response at lower frequencies, as required by
some seismological studies. The least-squares approach may be used in
studies that require an analytical expression for the response function. It
may also be used to extend the system response to higher frequencies than
those computed from the Fourier transform technique.
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Fig. 14. Response of the seismic system used in the USGS Central California Micro-
earthquake Network as determined by Stewart and O Neill (1980).

2.2.6. System Dynamic Range

The internal noise generated by the seismic amplifier sets an upper limit
on the dynamic range that can be achieved by the instrumentation system.
This limit is the ratio of the maximum undistorted amplitude attainable by
the amplifier to its internal noise level as measured at the output of the
amplifier. For the USGS system, the maximum amplifier output at a gain
of 18 dB is approximately 8 V (peak to peak), and the corresponding
internal noise level is about 4 wV, in the frequency range of 0.1-30 Hz.
Thus the theoretical upper limit of the dynamic range for the USGS sys-
tem is about 126 dB (Eaton and Van Schaack, 1977).



2.3. Other Land-Based Microearthquake Systems 39

The practical limit on the dynamic range is determined by the tape
record-reproduce unit. Tests made with the voltage-controlled oscillators,
multiplexers, and discriminators all coupled together, but without the tape
recorder-reproduce unit, show a dynamic range of about 60 dB. When the
tape recorder-reproduce unit is added, dynamic range varies from 34 to
46 dB, decreasing with increasing center frequency of the FM carrier. The
drop in dynamic range is caused primarily by tape speed variations in the
record and reproduce equipment. When a subtractive compensation signal
is applied to the analog output from the discriminators, the dynamic range
is increased to approximately 50 dB (Eaton and Van Schaack, 1977).

The achievable dynamic range can be estimated by comparing the aver-
age noise amplitude of a low-gain seismic system to the maximum ampli-
tude of an earthquake signal that can pass through the same system with-
out electronic distortion. This will be the lower bound of the dynamic
range because the noise measured from the low-gain system is greater
than the system electronic noise. To estimate this lower bound, a few
earthquakes with amplitude large enough to distort slightly a low-gain
seismic system were selected. The seismic signal and its preceding noise
were digitized. The ratio of the peak amplitude of the undistorted signal to
the peak amplitude of the noise varies from 43 to 49 dB. This is in good
agreement with the 50-dB dynamic range cited in the preceding para-
graph.

2.3. Other Land-Based Microearthquake Systems

The principal components of a microearthquake network are easily
categorized: a seismometer, signal conditioning device, signal transmis-
sion circuitry, recording media, time base, and power supply. The details
of the instrumentation in microearthquake networks are highly variable,
but technical descriptions of the instrumentation are seldom reported in
the published literature. In the previous section we described the in-
strumentation for the USGS Central California Microearthquake Net-
work. With few exceptions all permanent microearthquake networks now
in operation use a similar technique, but the instrument components may
come from different manufacturers. In the United States there are at least
three commercial manufacturers of complete systems for microearth-
quake networks—Kinemetrics, Inc. (222 Vista Ave., Pasadena, CA
91107), W. E. Sprengnether Instrument Co., Inc. (4567 Swan Ave., St.
Louis, MO 63110), and Teledyne Geotech (3401 Shiloh Rd., Garland, TX
75041).

Although the preceding manufacturers offer several types of seis-
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mometers, many microearthquake networks in the United States use
Model L-4C seismometers from Mark Products, Inc. (10507 Kinghurst
Dr., Houston, TX 77099) because they are small, light weight, and inex-
pensive. The principles of seismometry are not discussed here, but read-
ers may refer to some standard seismology texts, e.g., Bath (1973, pp.
27-58) and Aki and Richards (1980, pp. 477-524). Operating characteris-
tics of seismometers are available from the manufacturers.

Many microearthquake networks record seismic data continuously in
analog form. Since earthquake signals constitute only a small part of the
continuous records, a few networks have employed triggered recording of
earthquakes (e.g., Teng et al., 1973: Johnson, 1979). Digital transmission
and recording of seismic data has been utilized, for example, by Harjes
and Seidl (1978) in Germany and by Hayman and Shannon (1979) in
Canada. The advantages of an all digital system are increased dynamic
range and easier data processing by computers. Presently, it is more ex-
pensive and less efficient in data density to transmit and record seismic
data continuously in digital form than in analog form.

So far we have discussed instrumentation for telemetered microearth-
quake networks that are intended to operate for an indefinite time. To
reduce operating cost, field instrument packages must not require fre-
quent maintenance, and efficient data transmission and recording must be
established. Thus months of planning and installation are often neces-
sary. However, in many applications, rapid deployment of a temporary
microearthquake network is essential and a permanent network is not
required.

For temporary microearthquake networks, the instrument system must
be highly portable and self-contained. Seismic data are usually recorded
at the station site or may be transmitted by cable or radio to a nearby
recording point. And it is seldom possible to use the telephone system for
data transmission. In general, the portable instrument systems do not
differ greatly from those used for the permanent networks. The crucial
difference is that seismic data from a temporary network are recorded in
the field and often at many individual sites or a central field site rather than
in a permanent laboratory. Thus temporary networks require more inten-
sive labor in both field operation and data processing.

The standard portable seismograph for microearthquake studies usually
has a visual recorder and is completely self-contained in a carrying case,
except perhaps for the seismometer. The unit also has an amplifier, filters,
timing system, and power supply. Record size for the seismogram is
approximately 30 by 60 cm. Recording is made by an ink pen or by a
stylus on smoked paper. Daily change of records is generally required in
order to achieve a timing resolution of better than 0.1 sec. Early versions
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of such portable seismographs have been described, for example, by
Oliver et al. (1966) and Prothero and Brune (1971). At present standard
portable seismographs are commercially available through the three man-
ufacturers mentioned above and others.

There have been several attempts to use analog magnetic tape recorders
in portable seismic systems. Readers are referred to, for example, Eaton
et al. (1970b), Muirhead and Simpson (1972), Green (1973), Long (1974),
and Stevenson (1976}. More recently, portable digital recording and event
detection systems have been developed (e.g., Prothero, 1976, 1980) and
are now available, for example, through the three manufacturers men-
tioned above as well as from Argosystems, Inc. (884 Hermosa Court,
Sunnyvale, CA 94086) and Terra Technology Corp. (3860 148th Ave.
N.E., Redmond, WA 98052). Analysis of seismic signals is easier by re-
cording on digital magnetic tape. The use of digital event detection and
triggered recording systems has begun recently (e.g., Protheroer al., 1976;
Brune et al., 1980; Fletcher, 1980) and may soon become the standard
recording instrument for microearthquake studies.

2.4. Ocean-Based Microearthquake Systems

On a global scale most earthquakes occur near the ocean—continent
boundaries. Because of the difficulties in carrying out experiments at sea,
ocean-based microearthquake studies have been less extensive than those
on land. Typically the ocean-based studies are reconnaissance in nature
and involve only a few temporary stations. At present there are no perma-
nent oceanic microearthquake networks, although a shallow-water mi-
croearthquake network is operating off the coast of southern California
(Henyey et al., 1979).

Two basic types of instrumentation are used to study earthquakes in an
ocean environment: (1) a sonobuoy-hydrophone system in which the
seismic transducer is suspended in the water, and (2) an ocean bottom
seismograph (OBS) system in which the seismic transducer is placed on
the sea floor. The sonobuoy system usually is free floating; its transducer
is a hydrophone sensitive to pressure variations transmitted through the
water. The OBS system is coupled to the sea floor and uses standard
seismometers to detect seismic waves arriving through the oceanic crust.

Phillips and McCowan (1978) reviewed the current state of ocean bot-
tom seismograph systems. They believed that signal-to-noise ratios com-
parable to the best land stations could be achieved by emplacing OBS
systems in shallow boreholes in the sea floor. Recent advances in ocean
technology, particularly in deep sea drilling, acoustic telemetry, and tech-
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niques to emplace and recover instrument packages, will facilitate mi-
croearthquake observations at sea.

In the following subsections we summarize the shallow-water micro-
earthquake network described by Henyey ez al. (1979) and then give exam-
ples of sonobuoy—hydrophone systems and OBS systems commonly used
in deeper water.

2.4.1. A Shallow-Water Microearthquake Network

Since the summer of 1978 a microearthquake network of eight vertical-
component stations has been monitoring seismic activity around the
offshore Dos Cuadras oil field near Santa Barbara, California (Henyey et
al., 1979). Three of the stations are onshore; five are in shallow water
(20-100-m depth) and surround the offshore oil platforms. The seis-
mometers have a 1-Hz natural frequency. The ocean bottom seismome-
ters are emplaced in a steel pipe driven 2-5 m into the sea floor in order to
obtain better coupling to the sediments and thus to improve the signal-to-
noise ratio. Output from each of the five ocean bottom seismometers is
transmitted by cable to a central collection point on one of the platforms.
The instrument package does not require power because amplifiers are not
needed for signal transmission between the seismometer and the platform.
Thus the package is very simple and its lifetime is not limited by power
requirements. The analog seismic signals are multiplexed at the platform
and transmitted by cable to a collection point on land. Here the three
signals from the land stations are added, and the bundle of eight signals is
transmitted by telephone line to a central recording site.

Comparisons of the recordings from the onshore and offshore sites have
been made for regional earthquakes of moderate size. Those recordings
from the offshore sites show good signal quality for the first arrivals, and
the waveforms are similar to those recorded on land. Henyey er al. (1979)
attribute this in part to their method of coupling the instrument package to
the material below the sediment-sea water interface.

2.4.2. Sonobuoy-Hydrophone Systems

Reid et al. (1973) summarized the principles and practice of using
sonobuoy-hydrophone systems. Typically a small number of these sys-
tems (say, 3—6) is deployed by ship or airplane in the area of interest. The
sonobuoy itself floats on the surface, while the hydrophone is suspended
below at a depth of 20-100 m. Pressure variations in the water are de-
tected by a piezoelectric crystal, amplified, and transmitted by cable to
the sonobuoy. Here the signal is conditioned and transmitted by FM telem-
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etry to a central recording site. Typically the central site is a nearby
ship, but for short-lived systems aircraft can be used. A land-based re-
cording site can be used if the sonobuoy array is sufficiently close to land.

A major problem with sonobuoy arrays is determining the location of
each unit so that precise hypocenters can be calculated. The drift of the
sonobuoy units relative to each other further complicates the problem.
Reid et al. (1973) used an air gun aboard the recording ship to determine
the relative sonobuoy position. The time delay between firing the air gun
and the arrival of the direct water wave at the hydrophone gives the
distance between the ship and the hydrophone. If the air gun shots are
recorded with the ship at different positions, and if the sonobuoy has not
drifted too far in the meantime, then the position of each sonobuoy rela-
tive to the ship can be determined by triangulation. Absolute position of
the ship can be determined by standard navigational methods.

Reid et al. (1973) found that predominant frequencies of oceanic mi-
croearthquakes were largely in the 20-Hz range. This required no modifica-
tion of the frequency response characteristics of most hydrophones. They
stated that their system could detect magnitude zero earthquakes at a
distance of about 10 km.

If the sonobuoy has a life of a few days, and if the array is close to land,
then the expense of a ship standing by just to record the data may be
avoided by anchoring sonobuoys to the ocean bottom and recording on
land. However, moored systems are much noisier, and special anchors,
cables, and other devices must be used.

2.4.3. Anchored Buoy OBS Systems

In the anchored buoy system, the instrument package that rests on the
sea floor contains everything necessary to detect and record the seismic
data. The package is lowered to the sea floor by means of a cable. The
cable usually is attached to an anchored buoy, although it may be attached
to a ship. The instrument package must be isolated from the buoy and the
cable to avoid vibrational noise. Rykunov and Sedov (1967) and Nagumo
and Kasahara (1976) described cable systems in which the buoy was held
in place by an anchor and ballast weights on the sea floor. The instrument
package was 150-250 m from the anchor and was connected to it by a
series of shackles and rope. The package was recovered by pulling it up
with the rope. The anchored buoy method allows the instrument package
to be self-contained, but operation in deep ocean is difficult (Francis,
1977).

Rykunov and Sedov (1967) used a vertical-component seismometer
with 3.5-Hz natural frequency. Seismic data were recorded on analog
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magnetic tape at 1.2 mm/sec speed; tape cartridges with 180 m of tape
allowed continuous recording up to 41 hr. Nagumo and Kasahara (1976)
used a vertical-component seismometer with 1-Hz natural frequency and
a horizontal-component seismometer with a 4.5-Hz natural frequency.
Seismic data were recorded on analog magnetic tape at 0.15 mm/sec
speed, and a 548-m tape allowed continuous recording of 1000 hr.

2.4.4. Telemetered Buoy OBS Systems

In the telemetered buoy system, seismic data from the instrument
package are transmitted by an acoustic link or a cable to a buoy or a
surface ship for recording. Latham and Nowroozi (1968) developed a
system in which the telemetry link was an underwater cable leading to a
recording site on land. The cable was used to transmit command and
control functions and 60 Hz power to the OBS. It was also used to trans-
mit seismic data to the recording site by an amplitude-modulated 8-kHz
carrier. The instrument package contained a three-component seismome-
ter set with 15-sec natural period, a three-component set with 1-sec
natural period, and other sensors such as hydrophones, pressure trans-
ducers, and a water temperature device. In 1966 this system was
emplaced about 130 km offshore from Point Arena in northern California,
at a water depth of 3.9 km (Nowroozi, 1973). It recorded many earth-
quakes occurring near the junction of the San Andreas fault and the
Mendocino fracture zone. This OBS station provided critical azimuthal
coverage for studying these earthquakes. It operated until September
1972 when the cable was broken and could not be repaired (Roy Miller,
personal communication, 1979).

2.4.5. Pop-Up OBS Systems

In the pop-up system, the instrument package with a base plate is
emplaced by a free fall to the ocean floor. The buoyant instrument pack-
age is recovered by separating it from the heavier base plate using a time
release or an acoustic command mechanism. Descriptions of pop-up OBS
systems may be found, for example, in Carmichael ez al. (1973), Francis et
al. (1975), Mattaboni and Solomon (1977), and Prothero (1979).

Carmichael et al. (1973) used one vertical- and one horizontal-
component seismometer, each with a 2-Hz natural frequency. Seismic
data were recorded on a modified four-channel entertainment-type tape
recorder, operating at 23.8 mm/sec. Logarithmic amplifiers were used to
extend the dynamic range of the recording system to about 50 dB. Their
system weighed about 200 kg and had an operating life of about 15 hr.
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Francis et al. (1975) used a three-component seismometer, each having
a 2-Hz natural frequency. Seismic data were recorded in FM mode, at a
tape speed of 1.9 mm/sec. This allowed a bandwidth of 0-20 Hz and 9
days of continuous recording. Dynamic range of the recording system is
about 40 dB. Their system weighed about 570 kg on launching and 413 kg
On recovery.

More recently, digital event detection and recording schemes have been
incorporated into pop-up OBS systems [e.g., Mattaboni and Solomon,
(1977), Solomon ¢t al. (1977), and Prothero (1979)]. By recording only
detected events, magnetic tape and power to drive the tape recorder are
conserved. Thus the operational life of these pop-up OBS systems can be
extended to a few months. In addition, digital recording permits greater
dynamic range.

Mattaboni and Solomon (1977) used a three-component seismometer
set, with 4.5-Hz natural frequency. Effective bandwidth of the system was
2-50 Hz. By using a 12-bit analog-to-digital converter and 8 bits of auto-
matic gain control, they obtained a dynamic range of 102 dB for their
system. Although the system had only enough magnetic tape for about 7 hr
of continuous recording, the triggering technique for event recording al-
lowed the system to operate on the sea floor for one month or more.
Typically, several hundred earthquakes could be recorded in a single drop
of the instrument.

Prothero (1979) developed a pop-up OBS system which he stated was
versatile, low cost, and easy to deploy. The instrument package contained
a set of three-component geophones (4.5-Hz natural frequency), gain-
ranging amplifiers, a 12-bit analog-to-digital converter, a microprocessor
controller, a digital cassette recorder, and an acoustic release unit. The
dynamic range of the system was 128 dB. Approximately 10° data samples
could be recorded on one digital cassette tape. Thus several hundred
earthquakes with an average recording time of 20 sec per earthquake
could be stored. Prothero stated that this capacity was sufficient for de-
ployments of up to one month in fairly active seismic areas.
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Microearthquake networks are designed to record as many earthquakes
as nature and instruments permit, and they can produce an immense
volume of data. For small microearthquake networks in areas of relatively
low seismicity, data processing should not be a problem. But for small
networks in areas of high seismicity, or for large microearthquake net-
works, processing voluminous data can be a serious problem. For exam-
ple, the USGS Central California Microearthquake Network generates
about 10** bits of raw observational data per year. This annual amount is
equivalent to a few million books, or the holdings of a very large library.
Compared with a traditional seismological observatory, a microearth-
quake network can generate orders of magnitude more data. The gen-
eral aspects of the data processing procedures do not differ greatly
between these two types of operations. However, the larger volume of
microearthquake data requires careful planning and application of mod-
ern data processing techniques.

For traditional seismological observatories, a manual of practice con-
taining much useful information is available (Willmore, 1979). Some of
this information can be applied to the operation of microearthquake net-
works. A comparable manual of practice for microearthquake networks is
not known to us at present. In this chapter, we are not writing a manual of
practice for microearthquake networks, but rather discussing some of the
problems and possible solutions in processing microearthquake data. In
the following sections, we discuss first the nature of data processing and
then some of the procedures for record keeping, event detection, event
processing, and basic calculations.

3.1. Nature of Data Processing

Many scientific advances are based on accurate and long-term observa-
tions. For example, planetary motion was not understood until the seven-
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teenth century despite the fact that observations were made for thousands
of years. We owe this understanding to several pioneers. In particular,
Tycho Brahe recognized the need for and made accurate, continuous
observations for 21 years; and Johannes Kepler spent 25 years deriving
the three laws of planetary motion from Brahe’s data (Berry, 1898). The
period of sidereal revolution for the terrestrial planets is of the order of 1
year, but observational data an order of magnitude greater in duration
were required to derive the laws of planetary motion. Because disastrous
earthquakes in a given region recur in tens or hundreds of years, it could
be argued by analogy that many years of accurate observations might be
needed before reliable earthquake predictions could be made.

A present strategy in earthquake prediction is to carry out intensive
monitoring of seismically active areas with microearthquake networks
and other geophysical instruments. By studying microearthquakes, which
occur more frequently than the larger events, we hope to understand the
earthquake generating process in a shorter time. Intensive monitoring
produces vast amounts of data which make processing tedious and dif-
ficult to keep up with. Therefore, we must consider the nature of these
data in order to devise an effective data processing scheme.

In a manner similar to that of Anonymous (1979), data associated with
microearthquake networks may be classified as follows:

(1) Level 0: Instrument location, characteristics, and operational
details.

(2) Level 1: Raw observational data, i.e., continuous signals from
seismometers.

(3) Level 2: Earthquake waveform data, i.e., observational data
containing seismic events,

(4) Level 3: Earthquake phase data, such as P- and S-arrival
times, maximum amplitude and period, first motion,
signal duration, etc.

(5) Level 4: Event lists containing origin time, epicenter coordi-
nates, focal depth, magnitude, etc.

(6) Level 5: Scientific reports describing seismicity, focal mecha-
nism, etc.

In order to discuss the amounts of data in levels 0—4, we use the USGS
Central California Microearthquake Network as an example. Level 0 data
for this network consists of the locations, characteristics, and operational
details for about 250 stations; this information is about 2 X 10° bits/year.
Level 1 data consists of about 10! bits/year of continuous signals from the
seismometers at the stations. These data are recorded on analog magnetic
tapes (4 tapes/day), and most of them are also recorded on 16-mm mi-
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crofilms (13 rolls/day). The analog magnetic tapes are used because each
can record roughly 300 times more data than a standard 800 BPI digital
magnetic tape. But even four analog magnetic tapes per day are too many
to keep on a permanent basis, so we save only the earthquake waveform
data by dubbing to another analog tape. The dubbed waveform data for this
network (level 2) consists of approximately 5 X 10! bits/year in analog
form (about 75 analog tapes per year). These analog waveform data can be
further condensed if we digitize only the relevant portions of the analog
waveforms from the stations that recorded the earthquakes adequately.
That amount of digital data is about 5 x 10'° bits/year and requires some
500 reels of 800 BPI tapes. Earthquake phase data (level 3) are prepared
from the dubbed waveform data and/or from the 16-mm microfilms, and
consist of about 10® bits/year. Finally at level 4, the event lists consist of
about 5 x 10°¢ bits/year and are derived from the phase data using an
earthquake location program.

Since data processing is not an end in itself, any effective procedures
must be considered with respect to the users. Because of the volume of
microearthquake data, a considerable amount of processing and interpre-
tation are required before the data become useful for research. In the
following discussion, we consider the human and technological factors
that limit our ability to process and comprehend large amounts of data.
Although some readers may not agree with our order-of-magnitude ap-
proach, we believe that practical limits do exist and that in some instances
we are close to reaching or exceeding them.

The basic unit of information is 1 bit (either 0 or 1). A letter in the
English alphabet is commonly represented by 8 bits or 1 byte. A number
usually takes from 10 to 60 bits depending on the precision required. A
page of a scientific paper contains about 2 X 10* bits of information,
whereas a color picture can require up to 108 bits/frame to display. Thus a
picture is generally much higher in information density than a page of
words or numbers. For a human being or a data processing device, the
limiting factors are data capacity, data rate or execution time, and access
delay time. Although human beings may have a large data capacity and
quick recall time, they are limited to a reading speed of less than 1000
words/min or 10° bits/sec, and a computing speed of less than one arithme-
tic operation per second. On the other hand, a large computer may have a
data capacity of 10" bits, a data rate of 107 bits/sec, and an execution
speed of 107 instructions per second.

Data processing requires at least several computer instructions for each
data sample, and there are about 3 x 107 seconds in a year. Hence, it is
clear that a large computer cannot process more than 10" bits/year of data
at present, nor can a human being read more than 10*° bits/year of infor-
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mation. In fact, since most people have a short memory span, we cannot
assimilate more than about 10¢ bits (or 50 pages) of new information at any
given time. This simple analysis suggests that for any given scientific
observation, we should collect less than 10" bits/year of raw data in order
not to exceed the capabilities of our present computers. We must also
reduce our results to units of the order of 10°® bits each so that we can
comprehend them. For the USGS Central California Microearthquake
Network, we have reached the present computer capabilities in process-
ing the raw data. However, advances in computer technology are rapid,
and we should be able to process the volume of our raw data by using, for
example, microprocessors in parallel operation. On the other hand, our
human limitations make it difficult for us to assimilate any order of mag-
nitude increase of new results. Even if the relevant information is present
in the raw data, it is not clear whether we are able to extract it concisely in
order to understand the earthquake-generating process. The problem is
human limitations and not the computers.

3.2. Record Keeping

Record keeping is a procedure to implement data processing goals. It
includes collecting, storing, and cataloging all the information associated
with the operation of a microearthquake network. By ‘‘all information™’
we mean level O-level 5 data, which were described in Section 3.1. Al-
though the need for record keeping is self-evident, many microearthquake
network operators fail to pay enough attention to this task and ultimately
suffer the consequences. It is very tempting to believe that one will re-
member the necessary information and to take shortcuts in record keep-
ing. However, experience shows that unless the information is entered
carefully and immediately on a permanent record, it will soon be forgotten
or lost. For temporary microearthquake networks, it is critical to keep
good records because these networks are often deployed and operated
under unfavorable conditions. For permanent microearthquake networks,
it is not too difficult to devise a record keeping procedure. However, it is
more difficult to maintain it over a long period of time, especially with
turnover of staff. Rather than describe all the details, we will mention a
few typical problems that are often overlooked.

One should begin record keeping as soon as the first station of a mi-
croearthquake network is installed in the field. The station location should
be marked on a large-scale map, such as a 1:24,000 topographic sheet.
The position of the station should be surveyed or at least be fixed with
respect to several known landmarks using a compass. One test for the
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correctness of the station location on the map is to let another person find
the station using the map alone. The station coordinates should be care-
fully read from the map, usually to =0.01 minute in latitude and longitude,
and to a few meters in elevation. These coordinates should be checked by
at least one other person. A chronological record should be kept on in-
strument characteristics and maintenance services performed. At the cen-
tral recording site, it is necessary to have a record keeping procedure for
the raw seismic data and a place to store the data safely. If absolute time
such as WWVB radio signal is not recorded, then clock correction infor-
mation must be saved. The one-to-one correspondence between the sta-
tion and its seismic signal should be directly identifiable from the recorded
media, such as analog magnetic tapes and 16-mm microfilms. If it is not,
then assignment of recording position for each station must be kept. For
example, Houck et al. (1976) compiled a handbook of station coordinates,
polarity, and recording position on the analog magnetic tapes and 16-mm
microfilms for the USGS Central California Microearthquake Network.

Many steps are involved in processing the raw seismic data into event
lists of hypocenter parameters, magnitude, etc. It is important to keep
records of processing procedures, selection criteria, intermediate data,
and final results. It is also important to publish regularly the basic infor-
mation and results of a microearthquake network. Data from a microearth-
quake network can quickly fill up a room. Therefore, the data must be
organized, cataloged, and filed properly. The data should not be taken
from the storage room unless it is absolutely necessary: otherwise, they
have a tendency to be lost.

In summary, the goals of record keeping are to make all information
from a microearthquake network easily accessible and to maintain the
long-term continuity of the data.

3.3. Event Detection

Event detection is the procedure for recording the approximate time of
occurrence of an earthquake within a microearthquake network. A scan
list is a tabulation, in chronological order, of the times of the detected
earthquakes. If regional or teleseismic earthquakes are to be detected and
processed, then they are also included in the scan list. Scan lists generated
by visual or semiautomatic methods may be annotated, for instance, with
aremark as to the type of event (local, regional or teleseismic earthquake,
or explosion) and with an estimate of its signal duration. Scan lists are
used to guide the processing of a set of events and to ensure that all events
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selected are processed. Events detected by automatic systems either are
recorded immediately (as in triggered recording systems) or are processed
and located right away (as in on-line location systems). The output from
the triggered system or the on-line system serves as the scan list. Regard-
less of how the scan list is prepared, it is important to document the
criteria used for event detection and to include this in the record keeping
described previously.

3.3.1. Visual Methods

The most direct method of event detection is simply to examine the
paper or film seismograms. In permanent microearthquake networks the
seismograms from slow-speed drum recorders frequently are used for
event detection, while the seismic data recorded on 16-mm microfilms or
on playbacks from magnetic tape are used for event processing. Alterna-
tively, the microfilms themselves are scanned, as a first pass, to detect the
earthquakes and record their approximate times of occurrence. The earth-
quakes are timed and processed in more detail during subsequent passes
at the microfilms or from the magnetic tape playbacks.

For some temporary microearthquake networks, it is common to use a
few drum recorders for event detection and portable tape recorders to
collect seismic data for event processing. If the tape systems are
triggered, then the continuous seismograms from the drum recorders can
be used to verify that the triggered systems are functioning properly.
Some temporary networks have used only magnetic tape recorders, with-
out a visible recording monitor. In one instance, a 14-channel FM system
was used to record 11 channels of seismic data, 1 channel of tape speed
compensation signal, and 2 channels of time code (e.g., Stevenson, 1976).
The tape was played back at a time compression of 80x and the output
from all tape channels was recorded continuously on a high-speed mul-
tichannel oscillograph. The effective playback speed was 75 mm/min—
fast enough to read the time code and identify the earthquakes, but slow
enough to conserve paper. The scan list was prepared by examining the
playback visually.

Other temporary networks have used a number of multichannel tape
recorders, each recording seismic data and radio time code at one station
site. In one example, the output of one seismic channel from selected
recorders was played back and recorded on a drum seismograph modified
to record at a high speed (e.g., Eaton et al., 1970b). By matching the time
compression of the tape playback system to the increased drum speed, a
24-hr seismogram with recording speed of 60 mm/min was obtained. The
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scan list was prepared by visually examining the standard seismograms
made in this way. Absolute time was determined by recording a few
minutes of radio time code at the beginning and end of each seismogram.

3.3.2. Semiautomated Methods

Several semiautomated methods to detect seismic events have been
tried, but the results have not been satisfactory. Nevertheless, we will
give two examples here.

Seismic data recorded on analog magnetic tapes can be played back fast
enough to be audible. Earthquakes can then be detected by hearing
changes in the level and pitch of the sound. With a little practice, it is not
difficult to detect the onset of earthquakes. For smaller events the changes
in the level and pitch of the sound may be subtle. The detected earth-
quakes can be verified by displaying the events on an oscilloscope.

When 16-mm microfilms are scanned, earthquakes are often noted to
pass across the viewing screen as a whited-out blur for the large events, or
as a darkened blur for the smaller events. In either case, a change in the
light intensity transmitted through the microfilm is observed. An experi-
mental detector has been constructed by E. G. Jensen and W. H. K. Lee
of the USGS to take advantage of this property. The light intensity of a
16-mm microfilm as seen on a viewing screen is measured by a photo-
transducer along a narrow, vertical portion of the screen. As the microfilm
moves across the detector, the film transport of the viewer is automat-
ically stopped if the light intensity deviates substantially from an average
value. The presence of an earthquake can be visually verified, its onset
time recorded, and the scanning process resumed by restarting the film
transport. This type of semiautomated scanning of 16-mm microfilms is
about three times faster than visual scanning and is less tiring for the
scanner. However, high-quality recording of the microfilm is required.

3.3.3. Automated Methods: Principles of Event Detectors

Except for aftershock sequences and swarm activities, signals contain-
ing seismic events are typically a few percent or less of the total incoming
signals from a microearthquake network. Because of this property, event
detectors have been developed and applied for triggered recording of
seismic signals in order to reduce the volume of recorded data and to
generate simultaneously a scan list of earthquakes. In addition, some
event detectors can produce fairly accurate onset times and have been
applied to on-line data processing and real-time earthquake location.

To detect microearthquakes in the incoming signals, we must exploit



3.3. Event Detection

their signal characteristics. In Fig. 15, examples of various types of in-
coming signals are shown. The background signals typically have a low
amplitude and a low frequency; their appearance can be either quite pe-
riodic (Fig. 15a) or quite random (Fig. 15b). Because of instrumental noise
and cultural activities, transient signals over a broad range of amplitudes
and periods are often present. For example, a short-lived and impulsive
transient noise from a telephone line is shown in Fig. 15¢. A more emer-
gent type of noise is shown in Fig. 15d. Its envelope, indicated by the

dashed line, is roughly elliptical in shape.
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Seismic signals are generally classified into three types depending on
the distance from the source to the station. Earthquakes occurring more
than 2000 km from a seismic network usually are called teleseismic events.
An example of a teleseismic event as recorded by a microearthquake
network station is shown in Fig. 15e. Depending on the size of the event,
teleseismic amplitudes can range from barely perceptible to those that
saturate the instrument. Their predominant periods are typically a few
seconds. Earthquakes occurring, say, a few hundred kilometers to 2000
km outside the network are called regional events. An example of a re-
gional earthquake as recorded by a microearthquake network station is
shown in Fig. 15f. As with the teleseismic event, amplitudes of regional
earthquakes can range from barely perceptible to large, but their predom-
inant periods are less than those of the teleseismic events. Earthquakes
occurring within a few hundred kilometers of a seismic network are called
local events. Local earthquakes often are characterized by impulsive on-
sets and high-frequency waves as shown in Fig. 15g and h. The envelope
of local earthquake signals typically has an exponentially decreasing tail
as also shown by the dashed line in Fig. 15g. Another characteristic of all
(teleseismic, regional, or local) earthquake signals is that the predominant
period generally increases with time from the onset of the first arrival. On
the other hand, a given transient signal of instrumental or cultural origin
often has the same predominant period throughout its duration.

In summary, the incoming signals from a microearthquake network can
have a wide range of amplitudes, but local earthquakes are characterized
generally by their impulsive onsets, high-frequency content, exponential
envelope, and decreasing signal frequency with time.

To exploit these characteristics of microearthquakes, the concept of
short-term and long-term time averages of incoming signal amplitude has
been introduced by a number of authors (e.g., Stewart et al., 1971; Ambu-
ter and Solomon, 1974). If the amplitude of the incoming signal is denoted
by A(r), where 7 is time, then the short-term average at time 7, o(?), can be
defined by

¢
(3.1) alt) = () [ A dr
where 7, is the length of the time window for the short-term average,
typically 1 sec or less. This permits a quick response to changes in the

signal level that characterize the onset of an earthquake. Similarly, the
long-term average at time ¢, B(¢), can be defined by

(3.2 B = ) [ || dr
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where 7, is the length of the time window for the long-term average, which
depending on the application, may range from a few seconds to a few
minutes. Because 7, is usually much longer than the predominant period
of the incoming signal, B(¢) represents the long-term average of the signal
level as detected by the seismometer. It is useful to denote the ratio of the
short-term average to the long-term average at time ¢ by y(¢), i.e.,

(3.3) v(t) = alt)/ B(2)
An event is said to be detected when
(3.4) Y > yq

where v, is the threshold level for event detection. There is a trade-off
between the threshold level y, and the number of detections. If the
threshold level is set too low, noise bursts will cause too many false
detections. If the threshold level is set too high, the number of false
detections will decrease, and so will the number of detected earthquakes.

There are two major applications of event detectors. They have been
implemented with analog or with digital components. In the following two
subsections, we describe applications for triggered recording and applica-
tions for on-line data processing.

3.3.4. Automated Methods: Applications of Event Detectors for
Triggered Recording

Triggered recording involves two automated tasks. The first task is to
detect an earthquake event and to initiate recording. The second task is to
determine when to stop recording and to return to the detection mode. In
addition, a delay-line memory is required so that at least a few seconds of
the signal preceding the earthquake will be recorded, and recording di-
rectly on computer-compatible media i1s preferred so that further data
processing can be easily carried out. The simplest method to stop record-
ing is to record the seismic data for some preset duration. This will assure
that recording for each detection does not use up the storage medium
quickly. For a given amount of storage medium, the maximum number of
detected events that will be recorded can be determined beforehand.
However, for any given choice of recording duration, some larger earth-
quakes will not be completely recorded, and some smaller earthquakes
will use up too much storage medium. A variable cutoff criterion will
avoid these difficulties, but will need some protection against recording
indefinitely after an event is detected.

Until digital electronic components became widely available, event de-
tectors were based on analog technology and were not very satisfactory.
For example, a continuous loop of analog magnetic tape on a recorder
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with both record and playback heads was often used as a delay-line mem-
ory. In this system, the playback head was placed a few centimeters
beyond the record head, and the amount of time delay depended on the
tape speed and the distance between the heads. When an earthquake was
detected, the event detector turned on another tape recorder which would
record the seismic signals from the playback head. Because of the con-
tinuous wear of the tape and heads in the tape-loop recorder, the signal-
to-noise ratio of the recorded seismic signals became increasingly poor.
Therefore, such analog event detector and recording units were im-
practical.

Although an effective event detector can be built using analog compo-
nents, the digital approach is more advantageous for the following rea-
sons. The problems encountered with the analog delay-line memory and
rerecording can be avoided. If the analog seismic signal can be digitized
immediately after amplification and signal conditioning, its dynamic range
and signal-to-noise ratio can be preserved without further degradation.
The digital detection algorithm can be complex and flexible if programmed
in a microprocessor. The digitized seismic signal is most suitable for re-
cording and processing by other computers. A reasonable amount of data
preceding an earthquake can be stored by using digital memory. For
example, assume that 4000 words of digital memory are used as a delay
line for a three-component event detector and recording system. If each
component is digitized at a rate of 100 samples/sec, then about 13 sec of
data can be in the delay line at any time for each of the three components.

We now give a few recent examples of applying event detectors for
triggered recording systems.

Teng et al. (1973) described an on-line event detection and recording
system for a telemetered microearthquake network in the Los Angeles
Basin, California. Each telemetered signal was sent to an analog event
detector and was also recorded continuously on an analog magnetic tape
unit. When a signal level exceeded twice its background level, a detection
pulse was produced. To avoid most false detections, two or more event
detectors had to be triggered simultaneously and the weighted sum of the
detection pulses had to reach some predetermined voltage. When these
conditions were met, a second analog tape unit and two chart recorders
were activated to record the data from the first tape unit. The playback
head of the first tape unit lagged behind the recording head by about 5 sec
so that the entire earthquake signal could be subsequently recorded. Teng
et al. (1973) stated that the number of false detections was less than 59 of
the number of detected seismic events. In late 1973, the analog tape delay
memory was replaced by shift registers to avoid signal degradation intro-
duced by analog rerecording (T. L. Teng, personal communication, 1980).
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Ambuter and Solomon (1974) described a system using analog compo-
nents for event detection logic and digital components for the delay-line
memory and tape recording unit. Their cutoff criterion for recording was
to stop recording 30 sec after the ratio of the short-term average to the
long-term average, y(?), dropped below the threshold level v4. They ac-
complished this by adding a feedback amplifier to the circuit that deter-
mined the long-term average. When an event was detected, the feedback
amplifier was switched on and produced a slightly positive gain so that the
long-term average would increase. Thus, y(¢f) eventually would drop
below the threshold level, and the recorder would be turned off 30 sec
later.

Eterno et al. (1974) suggested an alternative technique to cut off the
recording after an event was detected. A cutoff level y. can be defined by

(3.5) Ye = yltg + 1)

where y(t4 + 1) is the value of y(7) at 1 sec after the event is detected at
time t,. The recording is terminated at some preset time after y(¢) drops
below the cutoff level .. If y(t) drops below the detection threshold level
vq4 Within 1 sec after the time 74, then the event is considered to be false
and the detection is canceled.

Johnson (1979) used a modification of the short-term and long-term
averages technique (as described in Section 3.3.3) in an on-line detection
and recording system for a large microearthquake network in southern
California. The incoming analog seismic signals were digitized continu-
ously, and the detected events were written on digital magnetic tapes for
subsequent off-line processing.

Prothero (1979) has designed an ocean bottom seismograph system in
which an event detector triggered a digital recording unit. The event de-
tector was programmed in a microprocessor and could be changed readily
if necessary.

Other variations in methods of event detection and recording cutoff are
possible. With rapid advances in microprocessor and related technology,
these methods can become increasingly complex. Techniques for auto-
matic detection of an event may become indistinguishable from those for
automatic determination of the arrival times of an event.

3.3.5. Automated Methods: Applications of Event Detectors for On-Line
Data Processing

On-line processing of the incoming signals from a microearthquake
network is required if real-time earthquake location is desired for earth-
quake prediction purposes. As discussed in the previous subsection, it
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is more advantageous to implement an event detector using digital tech-
nology rather than analog components. In the digital approach, the event
detector is implemented as an algorithm for an on-line computer. Stewart
et al. (1971) noted that the algorithm must be simple and must not require
much analysis of the past data so that the computer can keep up with the
incoming flow of new data. For example, if the incoming analog signals
are digitized at 100 samples/sec, and if 100 seismic stations are monitored
by one central processing unit in real time, then the time available for
processing each data sample is only 100 psec. Many existing computers
can perform such a data processing task with ease. However, most mi-
croearthquake networks can only afford a modest computer system at a
cost of about $100,000. Under such a monetary constraint, a computer
suitable for on-line data processing has a cycle time of the order of 1 usec
and an addressable random access memory of approximately 64 kbytes.
Therefore, to monitor 100 stations digitized at 100 samples/sec, the com-
puter cannot perform more than a few tens of basic instructions on each
data sample, nor can it store more than about | sec of the incoming
digitized data in its main memory.

Although event detection based on waveform correlation has been
applied successfully for teleseismic events recorded by large seismic ar-
rays (e.g., Capon, 1973), this technique does not seem to be practical for
microearthquake networks. The reason is that the waveforms of micro-
earthquakes recorded at neighboring stations are remarkably dissimilar in
general. Moreover, the processing times for correlation methods are
rather excessive.

Stewart et al. (1971) used a small digital computer to implement a real-
time detection and processing system for the USGS Central California
Microearthquake Network. Their detection technique is summarized in
Fig. 16. In this figure, X} is the raw input signal to the computer at time 7,
where & is an index for counting the digitized samples. In order to filter out
the lower frequency noise in the input signal, a difference operation is
performed, i.e.,

(3.6) DXy = | Xk — Xed]

where DX, is the conditioned input signal. This difference operation is
analogous to the filtering and rectifying operations usually performed by
analog event detectors. The conditioned input signal DX, is used in the
same manner as the |A(7)| in Eq. (3.1). Wy is a recursive approximation to
a 10 point moving time average of DX,. Because in this example the input
signal is digitized at a rate of 50 samples/sec, a 10 point time average is
equivalent to a time window of 0.2 sec. W, is intended to approximate the
short-term average a(?) as given in Eq. (3.1) with 7, = 0.2 sec. Similarly,
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Z, is a recursive approximation to a 250 point moving time average of W,.
Z is intended to approximate the long-term average 3(f) as given in Eq.
(3.2) with 7, = 5 sec. The recursive approximations are used to save
computer time and storage space.

The parameters & and 7, in Fig. 16 are used to detect and to confirm the
onset of an earthquake, respectively. These parameters are compared
with the predetermined threshold levels as shown by dashed lines in Fig.
16. When the current value of £, exceeds its threshold level, then the time
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Fig. 16. Variation of the parameters as a function of time calculated in the real-time
detection process described by Stewart et al. (1971). See text for explanation. (a) Example

with long-period noise preceding the earthquake. (b) Example with a small transient preced-
ing the earthquake.
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t is taken to be the onset time of an event for this input signal. If 7,
exceeds its threshold level within 1 sec after time 7, then the event is
confirmed to be an earthquake. Otherwise, the onset time ¢, is discarded,
and no earthquake is confirmed for this input signal. So far, the detection
and confirmation tests are performed on individual input signals, and it is
common for nonseismic events to be confirmed as earthquakes. To mini-
mize this difficulty, Stewart ez al. (1971) utilized simple properties of the
arrival time pattern in a microearthquake network. In other words, the
event must be confirmed on some minimum number of seismic stations
within some small interval of time. This time interval must be consistent
with the station spacing and the velocity of seismic waves in the earth’s
crust. The system measured onset times and maximum amplitudes for up
to 32 incoming seismic signals, but hypocentral locations and magnitudes
were not computed.

Massinon and Plantet (1976) summarized an on-line earthquake detec-
tion and location system for a telemetered seismic network in France.
Their method of event detection is similar to that described in Section
3.3.3. The signals from each of 20 short-period seismic stations were
transmitted to a central site where they were monitored by event detec-
tors as well as recorded directly for subsequent off-line processing. If
more than five stations reported a detection, then the detection times were
taken as the first arrival times and an epicenter was calculated automat-
ically. Massinon and Plantet (1976) were interested primarily in regional or
teleseismic earthquakes.

Kuroiso and Watanabe (1977) used the short-term average [Eq. (3.1)] to
detect local earthquakes in an 11-station telemetered network in Japan.
They computed the short-term average by first bandpass filtering and
rectifying the incoming seismic signal. The detected event was written to a
disk. If subsequent analysis of the data on the disk confirmed that the
event was a local earthquake, then its onset time and other parameters
were determined automatically. The hypocenter and magnitude were then
computed.

3.4. Event Processing

Event processing is the procedure for measuring some basic parameters
from the recorded seismic traces that describe the earthquake ground
motion. These parameters are generally known as phase data and include:
(1) the onset time and the direction of motion of the first P-arrival; (2) the
onset time of later arrivals, such as the S-arrival (if possible); (3) the
maximum trace amplitude and its associated period; and (4) the signal
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duration of the earthquake. Precise measurement of the phase data is
essential because they are used to compute the origin time, hypocenter,
and magnitude of the earthquake, and to deduce its focal mechanism. In
the following subsection, we give some general methods of measuring the
phase data.

The goals of event processing are to measure the phase data as uni-
formly and precisely as possible and to prepare the so-called phase list
containing these data for each earthquake. In this section, we discuss
processing the individual seismic traces, while in Section 3.5 we discuss
processing the phase lists.

3.4.1. Visual Methods

The traditional way of measuring phase data is to read visually the
phase time, amplitudes and periods, etc., from the seismograms using
rulers or scales (see, e.g., Willmore, 1979). The phase data are usually
recorded on a printed form to facilitate punching cards or otherwise enter-
ing the data into a computer. The visual method has the advantage that it
is straightforward. It is also a simple matter to read and merge data from a
variety of visual recording media. For a small microearthquake network
operating in an area of moderate seismicity, this may be the most cost-
effective method to use. However, the visual method has the following
disadvantages: (1) different analysts may read the seismograms differ-
ently; (2) errors may be introduced in measuring, writing, or keypunching
the data; and (3) it may be difficult to carry out such a tedious task over a
long period of time. Also, visual recording media have a limited dynamic
range and a limited recording speed, so that some of the phase data (such
as first P-motion, S-arrival, and maximum trace amplitude) cannot be read
precisely, if at all.

For a large microearthquake network where the data volume is large,
the visual method of measuring phase data requires a considerable amount
of checking to minimize errors in data handling. This includes systematic
checking of measured phase data by another analyst before keypunching,
and systematic verifying of the phase data after keypunching. Our experi-
ence shows that analysts or keypunch operators occasionally enter the
data in the wrong place or transpose digits in the data. For example, a
P-arrival time of 13.55 sec may be written or keypunched as 31.55 sec.

3.4.2. Semiautomated Methods

Semiautomated methods usually are designed to eliminate the tasks of
recording and keypunching data that are required in the visual methods.
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The analyst is still required to examine each seismic trace on the film or
paper seismograms and to make decisions about what should be mea-
sured. Instead of a ruler or scale, however, the analyst uses a digitizing
cursor to indicate where each measurement should be made and a
keyboard to enter additional information. In the simplest case, the output
from the digitizing cursor and the keyboard is written automatically on
punched cards by a standard keypunch machine. In the more elaborate
case, a small computer is used to provide the analyst with an interactive
mode of measuring phase data. We now give an example of each case.

A noninteractive semiautomatic system to measure phase data from the
16-mm microfilms recorded by the USGS Central California Microearth-
quake Network has been in use since 1973. It has replaced the routine
visual method of measuring phase data discussed in the previous subsec-
tion. This system consists of an overhead projector, an electronic dig-
itizer, a keyboard, and a standard keypunch machine. The electronic
digitizer has a digitizing table about 90 by 130 cm in size and a digitizing
cursor; its digitizing resolution is about 0.025 mm. About 60 sec of one
16-mm microfilm is projected onto the digitizing table from the overhead
projector. The optical magnification is about 30 so that 1 sec in time is
equivalent to 1.5 cm in length on the digitizing table. For each earthquake,
the analyst uses the keyboard to enter the data and time of the event and
the microfilm identification. The digitizing cursor is used to enter the
coordinates of (1) time fiducials, (2) seismic trace levels, (3) P-phase on-
sets, and (4) other measurements. The output from the keyboard and the
digitizing cursor is punched on cards automatically as an unformatted
string of alphanumeric characters.

Using the scan list, phase data for all earthquakes recorded on one roll
of microfilm are processed sequentially. Because several rolls of micro-
films per day are recorded by the USGS Central California Microearth-
quake Network, this procedure is repeated for each roll of microfilm.
The resulting deck of punched cards is processed off-line by a computer.
The processing program translates the unformatted string of alphanumeric
characters into the intended phase data, organizes the phase data by
earthquakes, and outputs a phase list for earthquake location. Routine
processing of phase data using this system is about two to three times
faster than the visual method described in the previous subsection be-
cause reading off a scale, writing down the data, and keypunching the data
are eliminated.

A major drawback of this processing system is that it is a two-step
procedure, and errors often are not detected until the punched cards are
processed off-line. To remedy this difficulty, W. H. K. Lee and colleagues
introduced a low-priced microcomputer to control the data processing of
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16-mm microfilms. The microcomputer prompts the analyst to perform
the measuring tasks. If an error is detected, the analyst is asked to repeat
the measurement. The microcomputer processes the measurements of
each earthquake into a phase list and calculates the hypocenter param-
eters for the earthquake. This system will be further discussed in Section
3.5.2.

3.4.3. Automated Methods: Determining First P-Arrival Times

Because most microearthquake networks are designed for precise de-
termination of earthquake hypocenters, it is crucial that any automated
system be able to determine the first P-arrival times accurately. Oth-
erwise, the automated system is no better than an event detection system.
In this subsection, we discuss some published techniques for automated
determination of first P-arrival times. Very little discussion will be given to
the simpler procedures for determining the directions of first motion, am-
plitudes, and periods.

The waveforms of microearthquakes recorded at neighboring stations
have been observed to be remarkably dissimilar in general. This has led to
computer algorithms that process each incoming digital signal as an inde-
pendent time series. Before processing the signal, most investigators
apply bandpass filtering to reduce noise that is outside the frequency
range of interest and to eliminate the dc bias level.

The concept of characteristic functions is useful in designing computer
algorithms for determining first P-arrival times. The incoming signal in
digital form is seldom used directly in the algorithms. It is usually trans-
formed into one or more time series that are more suitable for determining
first P-arrival times. The transformed time series is referred to here as the
characteristic function f(k), where £ is a time index.

One of the simplest characteristic functions is obtained by performing a
difference operation on the incoming digital signal. Stewart et al. (1971)
and Crampin and Fyfe (1974) defined their characteristic function as the
absolute value of the difference between adjacent data points, i.e.,

(3.7) filk) = |Xe — Xew|.  k=2,3, ...

where X is the amplitude of the incoming signal at time ¢, and k is an
index for counting the data points. This operation filters out the low-
frequency portions of the incoming signal as shown in Fig. 16a. This
characteristic function works well in conditioning the incoming signal that
contains impulsive high-frequency seismic waves.

Crampin and Fyfe (1974) referred to Eq. (3.7) as the one-sample mech-
anism. They also computed a four-sample mechanism and an eight-sample
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mechanism according to
(3'8) f“l(k) = }Xk - Xk—4|’ k = 59 69 vee
(39) .fS(k) = ‘Xk - Xk-—B s k = 9, 10, ce

respectively. For a digitizing interval of 0.04 sec, Crampin and Fyfe (1974)
showed that fi(k), fi(k), and fg(k) were filters with peak responses at fre-
quencies of 12.5, 3.1, and 1.56 Hz, respectively. For each channel of
incoming signal, mechanisms f;(k), f3(k). and fs(k) are checked in sequence
against their preset threshold levels. If any one of these mechanisms
exceeds its threshold level, this channel is said to be triggered. Because
filk) is sensitive to transients, additional testing is performed if any chan-
nel is triggered by the fi(k) mechanism. An event is declared if at least
three channels are triggered within a short time window. For each chan-
nel, the time of its first trigger within this window is taken as the first
P-arrival time at its corresponding station.

Recognizing the limitation of f;(k) defined by Eq. (3.7) as a characteris-
tic function, Stewart (1977) devised the following characteristic function
f(k) instead. If d;. denotes the difference between adjacent data points, i.e.,
dk = Xk - Xk—l’ then

dy, if gk)#glk—1)
(3.10)  flk) =1 d,, if gk) =gk —1) and hlk) =8
d, + dy_,, if gk) =gk —-1) and h(k) # 8
where
+1, if di is positive or zero
(3.11) glk) = ) ) )
-1, if d, is negative
and
) k
(3.12) hk) = | > g(k)‘
k-7

This characteristic function f(k) extends the response of fi(k) to lower
frequencies, and is more suitable to detect less impulsive P-wave arrivals.
It can also be easily computed in a real-time environment because Eq.
(3.10) involves only addition, subtraction, and comparison operations.
Figure 17 shows the effect of this characteristic function on a sinusoidal
signal. Using f(k) defined by Eq. (3.10), a moving time average f(k) =
2| f(k)| is computed. If |f(k)/f(k)| exceeds 2.9 at time index k = j, then a
tentative detection is declared to have occurred at time ;. Within the next
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Fig. 17. Effect of the characteristic function f(k) used by Stewart (1977) on a sinusoidal
signal. The upper signal is the input function, and the lower signal is the computed charac-
teristic function. The horizontal scale is time (approximately S sec shown here), and the
vertical scale is arbitrary.

0.5 sec, four additional tests are performed to see if this tentative detec-
tion can be confirmed as an event. If so, the first P-arrival time is com-
puted according to t; — h(j) - At, where At is the digitizing time interval,
and A(j) is defined by Eq. (3.12).

Allen (1978) devised a characteristic function sensitive to variations in
signal amplitude and its first derivative. If the amplitude of the incoming
signal is X at time f;, then the modified signal amplitude (filtered to
remove the dc offset) is defined by

(3.13) Ry = CiRy—y + (X — Xiy)

where C; is a weighting constant. Allen’s characteristic function is defined
by

(3.14) f(k) = R%c + Col Xy — Xk—l)2

where C; is also a weighting constant. Using this characteristic function, a
short-term and a long-term time average are computed by

(3.15) alk) = atk = 1) + G[ f(k) — alk — 1)]
(3.16) Bk) = Btk — 1) + Cflk) — Btk — 1]

where C; and C, are constants with values ranging from 0.2 to 0.8 and
from 0.005 to 0.05, respectively. If a(k)/B(k) exceeds 5 at time index
k = j, then an event is declared to have occurred at time ¢;. The first
P-arrival time is determined by the intersection of the slope of the mod-
ified signal amplitude at time ¢; with the zero level of the modified signal.

So far, all the characteristic functions discussed depend on calculating
the first difference of the incoming signal and examining each digitized
data point. Anderson (1978) proposed a different method to compute the



66 3. Data Processing Procedures

characteristic function. If the amplitude of the incoming signal is X, at
time #;, then the modified signal amplitude (filtered to remove the dc bias)
is defined by

(3.17) Yk) = X, — Xy

where X, is a moving time average of X and is used to estimate the dc
offset in the incoming signal. A moving time average of the absolute
values of the modified signal amplitude is defined by

k
(3.18) Zky=(n+ D' Y |V

i=k—n

where the length of the time window is n - Af, and At is the digitizing
interval. This moving time average Z(k) is used to compute the threshold
level.

In Fig. 18a, the modified incoming signal Y(k) may be represented as a
set of points {¢#, Y}, Kk =1,2,. . ., K. Anderson (1978) introduced a
characteristic function that is obtained from the {t, Y} by saving only the
zero crossing points and those points corresponding to the maximum
amplitude (either positive or negative) between two successive zero cross-
ings, as shown in Fig. 18b. Thus the K elements of the modified incoming
signal are condensed into a sawtooth function with Mlelements { 7;, b;}, i =
1,2, . ..,M, where M < K. This characteristic function removes the
higher frequency components of the signal, but preserves the oscillatory
character of the signal. It consists of a series of serrations, each of which
is referred to as a blip.

To detect the first P-arrivals, the characteristic function f(k) as shown in
Fig. 18b is examined blip by blip. A blip at time 7; is defined by three
points {7;, b}, {Ti+1, bit1}, {Tj+2, bi+2}. If the duration of a blip, i.e., 742 —
75, exceeds 0.06 sec and b4, /Z(7;4,) exceeds 6, then a P-arrival is declared
to have occurred at time 7;. The direction of first motion is the sign of b;,,.
To confirm this tentative P-arrival, the next 1 sec of the characteristic
function is examined. Within this time window, if there are at least three
blips with b/Z greater than 6 and if the dominant frequency lies between 1
and 10 Hz, then the tentative P-arrival is confirmed. The dominant fre-
quency is determined by one-half the number of blips divided by the total
time duration of the blips. If the tentative P-arrival is not confirmed, then
the next blip will be examined.

It is customary to describe the first P-onset as either impulsive (iP), or
emergent (eP), or questionable (P?). Therefore, a relative weight is fre-
quently assigned to the first P-arrival time to take into account the quality
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Fig. 18. (a) Schematic graph showing a P-wave onset and a portion of the coda of an
earthquake. The modified signal amplitude Y(k) is plotted against time ¢, where k is a
counting index. (b) The characteristic function f(k) described by Anderson (1978) in which
Y(k) is transformed to a set of blips. See text for explanation.

of the onset. But assigning a relative weight is subjective and often am-
biguous. Crampin and Fyfe (1974) and Stewart (1977) assigned equal
weights to all the first P-arrival times regardless of their onset quality.
Allen (1978) assigned relative weights to the first P-arrival times empiri-
cally by using (1) the background level just before the onsets, (2) the first
difference in signal amplitude at the onset times, and (3) the peak amplh-
tudes of the first three peaks after the onsets. Anderson (1978) did not
assign relative weights to the first P-arrival times, but discussed an objec-
tive method to estimate the accuracy of first P-arrival times. The standard
deviation of the arrival time o, was computed by

(3.19) o =0,/8

where o, is the standard deviation of the noise, and g is the slope of the
line between the threshold crossing and the first maximum amplitude.
Although Anderson cited some problems with this approach, the theoreti-
cal foundation exists and could be developed further (see, e.g., Torrieri,
1972).

Shirai and Tokuhiro (1979) used a log-likelihood ratio function to time P-
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and S-onsets of local earthquakes. Their method utilized both amplitude
and frequency information, and allowed backtracking over the data to
improve the reliability of the timing to a few hundredths of a second.

3.4.4. Automated Methods: Cutoff Criteria and Signal Duration

In order to estimate earthquake magnitude, real-time processing of a
detected seismic event may be carried out well into its coda portion. Since
earthquakes may occur within the coda portion of another earthquake,
especially during an aftershock sequence or a swarm, the event detection
algorithm must be able to handle such cases. The steps that lead to a
decision to stop processing a detected event and return to the search mode
for the next earthquake will be referred to as the cutoff criterion.

Stewart (1977) computed the magnitude of local earthquakes from an
estimate of the signal duration according to the method developed by Lee
et al. (1972). In order to be consistent with the manual processing method,
Stewart’s real-time processing algorithm for determining the signal dura-
tion depended on setting a cutoff threshold level empirically. Successive
peaks and troughs of the detected seismic signal were examined. The end
of an earthquake was defined as that time when the signal last crossed the
cutoff threshold level and remained within it for at least 2 sec. Signal
duration was defined as the time interval between the end time and the
first P-arrival time of an earthquake. This procedure was automatically
terminated if the signal duration exceeded 60 sec in order to return to the
detection mode. The 60 sec cutoff was chosen so that the magnitude of
microearthquakes (i.e., magnitude less than 3) could be computed by the
real-time processing system. ’

Allen (1978) developed cutoff criteria to terminate the signal processing
well before the end of the earthquake coda. After an event was detected, a
continuation criteria level G(k) was computed. G(k) depended on (1) the
long-term average 8(k) of the characteristic function (Eq. 3.16), and (2) the
current count M of the number of observed peaks in the event, and in-
creased during an event to ensure termination. At each zero crossing of Ry
(Eq. 3.13), the current value of G(k) was compared with the short-term
average a(k) (Eq. 3.15). A counter S is increased by 1 if G > «. The
counter S always contained the number of consecutive zero crossings that
had occurred in which G > «. A termination parameter L was defined to
be (3 + M/3). The event was declared to be over when the counter S
reached the value of the parameter L. The manner in which L was defined
ensured that large events were not terminated too soon even if they had
relativelyv low amplitudes between different phase arrivals. For events of
short signal durations, the parameter L was small so that events could be
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terminated quickly. In Allen’s approach, peak amplitudes and zero-
crossing times were saved. Thus earthquake magnitudes could be com-
puted afterward.

In the off-line processing system described by Crampin and Fyfe (1974),
the detected event was saved by writing the digitized data onto a digital
tape for further processing. Each detected event was saved for at least 80
sec, beyond which the data were saved in blocks of 20 sec in length until
the total number of triggers fell below some preset minimum.

3.4.5. Automated Methods: Event Association

An automated processing system generates a phase list, i.e., a list of
chronologically ordered first P-arrival times and other parameters mea-
sured from the incoming seismic signals. In the event association process,
the phase list is divided into sets of first P-arrival times, each of which is
intended to be associated with an earthquake event. Each set of first
P-arrival times may contain some incorrect data because (1) some non-
seismic transients may have been picked as first P-arrivals, (2) some later
arrivals may be mistaken as first P-arrivals, and (3) some first P-arrival
times may belong to a different event with a similar origin time.

The automated processing systems described so far have some abilities
to discriminate against nonseismic transients, especially if their signal
durations are short. Nonseismic transients can also be recognized if they
occur at the same time or if only one or two of them occur within a small
time interval. Later seismic phases are sometimes difficult to distinguish
from the first P-phase. However, if only a few arrival times of later phases
are included in a set of first P-arrival times, some location programs (e.g.,
Lee and Lahr, 1975) can often identify them by statistical tests. Readers
may refer, for example, to Lee er al. (1981) for further details.

In order to associate a set of first P-arrival times with an earthquake
event, we make use of the fact that it takes a finite time interval for
seismic waves from a given earthquake to reach a set of stations within a
microearthquake network. This time interval can be estimated from the
network station geometry and the P-velocity structure beneath the net-
work. Thus an earthquake event is considered to be valid for further data
processing if some minimum number of stations report a first P-arrival
time within a given time interval or window. For example, starting from a
given first P-arrival time, Stewart (1977) required that at least four stations
report first P-arrivals within an 8-sec time window. If this condition was
met, then an earthquake was declared to have occurred and all additional
first P-arrival times within the next 1 min were associated with this earth-
quake. If this condition was not met, then this first P-arrival time was
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ignored and the same procedure was repeated for the next first P-arrival
time detected. For a small microearthquake network in which the first
P-arrivals of the desired earthquakes can be expected to reach all the
stations, the time window may be set to be the maximum propagation time
across the network. For example, Crampin and Fyfe (1974) used a 16-sec
time window for the 100-km aperture LOWNET array in Scotland. They
required that a valid earthquake must have at least three stations reporting
first P-arrival times within this time window.

Because more than one earthquake may occur within one minute in a
large microearthquake network, Stewart (1977) carried out additional
tests on the first P-arrival time data to separate earthquakes with similar
origin times. His approach considers first the time relationship and then
the spatial relationship of the first P-arrival time data. If a gap of 8 sec or
more is found between successive arrival times, then the arrival times
before that gap are separated out as one subset of time-coherent data to be
examined further for spatial coherence. The 8-sec gap is chosen for the
USGS Central California Microearthquake Network from considerations
of the station spacing and the P-velocity structure beneath this network.
In order to consider the spatial relationship of the first P-arrival time data,
the network is subdivided into eight distinct geographic zones and each
station is assigned to only one zone. For a given subset of time-coherent
data, the number of first P-arrivals in pairs of adjacent zones is counted. If
this number is greater than 3, then the first P-arrival time data in such
zones are considered to belong to one earthquake event. If this is not the
case, then those data that fail the test are discarded and the remaining data
in this time-coherent subset are examined in a similar manner. The details
of this approach are described in Stewart (1977).

3.5. Computing Hypocenter Parameters

The hypocenter parameters calculated routinely for microearthquakes
include the origin time, epicenter coordinates, focal depth, magnitude,
and estimates of their errors. If enough first-motion data are available, a
plot of the first P-motions on the focal sphere is also made. In this section,
we describe some of the practical aspects of computing these parameters
with examples taken from two large microearthquake networks in Cali-
fornia. The mathematical aspects of hypocenter calculation, fault-plane
solution, and magnitude estimation will be treated in Chapter 6.

Because hypocenter parameters are usually calculated by digital com-
puters, there are three basic approaches in obtaining the results. Each
approach is iterative in nature since errors in the input data are unavoid-
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able. The first approach is the batch method, in which the analyst and the
computer perform their tasks separately. The second approach is the
interactive method, in which the analyst and the computer interact di-
rectly in performing their tasks. The third approach is the automated
method, in which the hypocenter parameters are calculated by the com-
puter without any intervention from the analyst.

3.5.1. Batch Method

In the batch method, the analyst first sets up the input data (these
include station coordinates, velocity structure parameters, and phase
data) required by an earthquake location program. The analyst then sub-
mits the program and the input data as a batch job to be run by a com-
puter. After the output from the computer is obtained, the analyst exam-
ines the results and makes corrections to the input data if necessary. The
corrected input data are run on the computer again, and the procedure is
repeated until the analyst is satisfied with the results. In some earthquake
location programs (e.g., Lee and Lahr, 1975), statistical tests are per-
formed to identify some commonly occurring errors. These errors are
flagged in the computer output to aid the analyst.

It is common for the analyst to assign relative weights to the first
P-arrival times because the quality of the first P-onset varies from station
to station. For example, five levels of quality designation ((J) are used in
the routine work of the USGS Central California Microearthquake Net-
work. The relative weight W assigned to a first P-arrival time is related to
the quality designation Q by

(3.20) W=1-0/4

In other words, a full weight of 1009 corresponds to Q = 0, and 75, 50, 25,
and 0% weights correspond to Q = 1. 2, 3, and 4, respectively. This
reverse relationship between weight and quality designation was first
applied by the USGS Central California Microearthquake Network and is
now widely used. Because the weight most commonly assigned to the first
P-arrival times in this network is 1009, the analyst can leave the value of
QO blank for data entry to the computer.

The direction of the first P-motion at a vertical-component station is
often designated by a single character as either U (for up) or D (for down).
Unless the first P-motion is clear, the analyst usually ignores it. However,
the notation of either + or — may be used to substitute for U or D to
indicate a low-amplitude first P-onset. This practice increases the number
of first P-motion data available for a given earthquake and may help iden-
tify the nodal planes on the first P-motion plot. If the station polarity is
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correct, then the up direction on the seismogram of a vertical-component
station corresponds to a compression in ground motion, whereas the down
direction corresponds to a dilatation. Since station polarity may be acci-
dentally reversed, it should be checked periodically by examining the
directions of first P-motions of large teleseismic events. For example,
Houck et al. (1976) carried out this check for the USGS Central California
Microearthquake Network. About 15% of the stations were found to be
reversed.

Magnitudes of microearthquakes are frequently estimated from signal
durations because of the difficulties in calibrating large numbers of sta-
tions in a microearthquake network, and in measuring maximum ampli-
tudes and periods from recordings with limited dynamic range. Signal
duration of microearthquakes has been defined in several ways as is dis-
cussed in Section 6.4. Recently, the Commission on Practice of the Inter-
national Association of Seismology and Physics of Earth’s Interior has
recommended that the signal duration be defined as ‘‘the time in seconds
between the first onset and the time the trace never again exceeds twice
the noise level which existed immediately prior to the first onset.”

3.5.2. Interactive Method

The batch method just described has a serious drawback in that it is
time consuming to go back to the seismic records for correcting errors and
to enter the corrections into a computer. If one or a small group of earth-
quakes is processed at a time, then errors can be corrected more effi-
ciently. Furthermore, if the data processing procedure is under computer
control, then an interactive dialogue between the analyst and the com-
puter can speed the entire process. Basically, a computer can perform
bookkeeping chores well, but it is more difficult to program the computer to
make intelligent decisions. There are two approaches in the interactive
method. In the first approach, the seismic traces are digitized and stored
in a computer for further processing. In the second approach, the seismic
traces are available only as visual records.

For the first approach, several interactive systems for processing mi-
croearthquake data have been developed. For example, Johnson (1979)
described the CEDAR (Caltech Earthquake Detection and Recording)
system for processing seismic data from the Southern California Seismic
Network. This system consists of four stages of data processing. In the
first stage, an on-line computer detects events and records them on digital
magnetic tapes. The remaining stages of data processing are performed on
an off-line computer using the digital tapes. In the second stage, the de-
tected events are plotted, and the analyst separates the seismic events
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from the noise events by visual examination. In the third stage, the seismic
data are displayed on a graphics terminal, and the analyst identifies and
picks each arriving phase using an adjustable cross-hair cursor. The com-
puter then calculates the arrival times and stores the phase data. After a
small group of earthquakes is processed, the computer works out prelimi-
nary locations. In the fourth stage, retiming and final analysis are per-
formed. The phase data can be corrected by reexamining the digital seis-
mic data, and data from other sources can be added. A final hypocenter
location and magnitude estimation can then be calculated.

In another example, staff members of the USGS Central California
Microearthquake Network have developed an interactive processing sys-
tem. The input data for this system are derived from the four analog
magnetic tapes recorded daily from this network. A daily event list is
prepared by examining the monitor and microfilm recordings of the seis-
mic data. Events in this list are dubbed under computer control from the
four daily analog tapes onto a library tape. Earthquakes on the library tape
are digitized and processed by the Interactive Seismic Display System
(ISDS) written by Stevenson (1978). The algorithm developed by Allen
(1978) 1s used to automatically pick first P-arrival times. The seismic
traces and the corresponding automatic picks are displayed on a graphics
terminal. The analyst can use a cross-hair cursor to correct the picks if
necessary. An earthquake location program (Lee et al., 1981) is executed,
and the output is examined for errors. This procedure can be repeated
until the analyst is satisfied with the results.

Ichikawa (1980) and Ichikawa et al. (1980) described an interactive sys-
tem for processing seismic data from a telemetered network operated by
the Japan Meteorological Agency. This system was installed in 1975 and
monitors more than 70 stations. Its operation is similar to that described in
the preceding paragraph.

For the second approach, an interactive data processing system for
earthquakes recorded on 16-mm microfilms has been developed by W. H.
K. Lee and his colleagues. This system consists of three components: (1)
an optical-electromechanical unit that advances and projects four rolls of
16-mm microfilm onto a digitizing table; (2) a digitizing unit with a cursor
that allows the analyst to pick seismic phases; and (3) a microcomputer
that controls the bookkeeping and processing tasks, reduces the digitized
data to phase data, and computes hypocenter location and magnitude
from the phase data. Usually, one earthquake is processed at a time until
the analyst is satisfied with the results. Because all processing steps for
one earthquake are carried out while the seismic traces are displayed,
errors can be easily identified and corrected by the analyst. This method
can process 16-mm microfilms about twice as fast as a noninteractive
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semiautomated method, and is ideally suited for a microearthquake net-
work of about 70 stations, which are recorded on four rolls of microfilms.

3.5.3. Auwtomated Method

In the automated method, digitized seismic data are first set up in a
computer, the first P-arrival times and other phase data are determined by
some algorithm, and the hypocenter parameters are then calculated by the
computer. The complete processing procedure is performed automatically
without the analyst’s intervention. At present, several automated data
processing systems for microearthquake networks have been reported
(e.g., Crampin and Fyfe, 1974; Watanabe and Kuroiso, 1977; Stewart,
1977).

In theory, the automated method looks very attractive because it frees
the analyst from doing tedious work. In practice, however, the automated
method is limited by two factors: (1) the complexity of incoming signals
generated by a microearthquake network; and (2) the difficulty in design-
ing a computer system that can handle this complexity. The most serious
problem is distinguishing between seismic onsets and nonseismic tran-
sients. An analyst can rely on past experience, whereas it would be dif-
ficult to program a computer to handle every conceivable case.

Some simple schemes have been devised to minimize or eliminate the
effect of erroneous arrival times on the computed hypocenter parameters.
For example, the signal-to-noise ratio at a station generally decreases with
increasing distance from the earthquake hypocenter. Therefore, the
P-arrival times from stations at greater distances should be given less
weight. This weighting can be applied either according to the chronologi-
cal order of first P-arrival times (Crampin and Fyfe, 1974) or according to
epicentral distances to stations (Stewart, 1977). Large arrival time residu-
als calculated in a hypocenter location program are often caused by a large
error in one or more first P-arrival times. Therefore, arrival times with
large residuals should be given less weight or discarded. For instance,
Stewart (1977) was able to improve the quality of the hypocenter solution
by discarding the arrival time with the largest residual and relocating the
event.

Several studies have been reported that compare the performance of
automated data processing techniques with that of an analyst. For exam-
ple, Stewart (1977) compared the results from his real-time processing
system with those obtained by a routine manual processing method. His
system monitored 91 stations of the USGS Central Califorma Microearth-
quake Network. For the period of October 1975 the routine processing
method located 260 earthquakes using data from 150 stations. Stewart’s
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system detected 86% of these events, but missed 4%. The remaining 10%
of the earthquakes occurred in a sparsely monitored portion of the net-
work and would not be expected to be detected. About half of the de-
tected earthquakes had computed hypocenter parameters that agreed
favorably with those obtained routinely.

Anderson (1978) compared 44 first P-arrival times obtained by his al-
gorithm with those determined by an analyst. The data were taken from a
magnitude 3.5 earthquake with epicentral distances to stations in the
range of 4.5-115 km. The comparison showed that 77% of Anderson’s first
P-arrival times were within =0.01 sec, and 899 were within =0.05 sec.
Similarly, Allen (1978) reported that his algorithm timed about 70% of the
first P-arrivals within +=0.05 sec of the times determined by an analyst in
several test runs.

So far, the analyst does a better job in identifying poor first P-onsets and
in deciding which stations to ignore in calculating hypocenter parameters.
Nevertheless, automated methods are useful in obtaining rapid earthquake
locations and in processing large quantities of data. The quality of
the results is often good enough for a preliminary reporting of a main
shock and its aftershocks (e.g., see Lester ef al., 1975). We expect that
improved automated methods will soon take over most of the routine data
processing tasks now performed by analysts.



4. Seismic Ray Tracing for
Minimum Time Path

The earth is continuously being deformed by internal and external
stresses. If the stresses are not too large, elastic and/or plastic deforma-
tion will occur. But if the stresses accumulate over a period of time,
fracture will eventually take place. Fracture involves a sudden release of
stress and generates elastic waves that travel through the earth. A seismic
network at the earth’s surface may record the ground motion caused by
the passage of elastic waves. The major problem is to deduce the earth-
quake source parameters and seismic properties of the earth from a set of
surface observations. Before we attempt to solve this inverse problem, we
need to understand the forward problem, namely, how elastic waves
travel in the earth. We will now present an outline of the forward problem
in order to provide a background for seismological applications.

4.1 Elastic Wave Propagation in Homogeneous and Heterogeneous Media

Karal and Keller (1959) presented a modern treatment of elastic wave
propagation in homogeneous and heterogeneous media, and our outline
here follows their approach. The equation of motion for a homogeneous,
isotropic, and initially unstressed elastic body may be obtained using the
conservation principles of continuum mechanics (e.g., Fung, 1969, p. 261)
as

821,{,-
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where 8 = 2, 0u;/0x; is the dilatation, p is the density, «; is the ith compo-
nent of the displacement vector u, ¢ is the time, x;is the ith component of
the coordinate system, and X\ and w are elastic constants. Equation (4.1)

76
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may be rewritten in vector form as
(4.2) p(d%u/ot?) = (A + w) V(V=u) + uV?u

If we differentiate both sides of Eq. (4.1) with respect to x;, sum over
the three components, and bring p to the right-hand side, we obtain

(4.3) 3%0/a = [(N + 2u)/p]V?6

If we apply the curl operator (Vx) to both sides of Eq. (4.2), bring p to the
right-hand side, and note that V «(V x u) = 0, we have

(4.4) OV x u)/ar* = (u/p) VIV X u)
Now Egs. (4.3)—(4.4) are in the form of the classical wave equation
(4.5) O*Y/or* = v* Vi

where  is the wave potential, and v is the velocity of propagation. Thus a
dilatational disturbance 6 (or a compressional wave) may be transmitted
through a homogeneous elastic body with a velocity V, where

(4.6) Vo = (N + 2u)/p]'"?

according to Eq. (4.3), and a rotational disturbance V X u (or a shear
wave) may be transmitted with a velocity V; where

(4.7) Vs = (un/p)V?

according to Eq. (4.4). In seismology, these two types of waves are called
the primary (P) and the secondary (S) waves, respectively.

For a heterogeneous, isotropic, and elastic medium, the equation of
motion is more complex than Eq. (4.2), and is given by (Karal and Keller,
1959, p. 699)

4.8) p(8*u/or?) = (A + w) V(Veu) + uViu + VA(V < u)
+ Vu x (Vxu +2(VueViu

where u is the displacement vector. Furthermore, the compressional wave
motion is no longer purely longitudinal, and the shear wave motion is no
longer purely transverse.

A significant portion of seismological research is based on the solution
of the elastic wave equations with the appropriate initial and boundary
conditions. However, explicit and unique solutions are rare, except for a
few simple problems. One approach is to develop through specific bound-
ary conditions a solution in terms of normal modes (e.g., Officer, 1958,
Chapter 2). Another approach is to transform the wave equation to the
eikonal equation and seek solutions in terms of wave fronts and rays that
are valid at high frequencies (e.g., Cerveny et al., 1977).
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4.2. Derivation of the Ray Equation

The seismic ray approach is particularly relevant to the problem of
inverting arrival times observed in a microearthquake network. To carry
out the inversion, the travel time and ray path between the source and the
receiving stations must be known. This information may be obtained by
solving the ray equation between two end points for a given earth model.
Two independent derivations of the ray equation are given next in order to
provide some insight into its solution and applications.

4.2.1. Derivation from the Wave Equation

The wave equation may be transformed to a first-order partial differen-
tial equation known as the eikonal equation whose solutions can be inter-
preted in terms of wave fronts and rays (e.g., Officer, 1958, pp. 36-42). In
brief, the general three-dimensional wave equation [Eq. (4.5)] has asso-
ciated with it the equation of characteristics (Officer, 1958, p. 37) given by

(4.9) (0/ 0x)* + (8y/ 8y)* + (8¢/8z)* = (1/v*)(8Y¢/ 1)

A particularly simple solution for the wave potential ¥ in Eq. (4.5) or Eq.
(4.9) is

(4.10) ¢ = Ylax + by + cz — vt)

where a, b, and ¢ are the three direction cosines. A more general solution
takes the form

(4.11) U = Y[ Wix, vy, 2) — vyt]

where W describes the wave front and v, is a constant reference velocity.
If we substitute the solution for ¢ {Eq. (4.11)] into the equation of charac-
teristics [Eq. (4.9)], we obtain the time-independent equation known as
the eikonal equation

(4.12) @W/ax)® + (AW/0y? + (GW/9z) = ®B/v* = n?

where we have defined the index of refraction n = vy/v. The eikonal
equation leads directly to the concept of rays. It is especially useful in the
solution of problems in a heterogeneous medium where the velocity is a
function of the spatial coordinates.

The eikonal equation [Eq. (4.12)] is a first-order partial differential equa-
tion, and its solutions,

(4.13) W(x, v, z) = const
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represent surfaces in three-dimensional space. For a given value of W and
a given instant of time ¢,, all points along the surface will be in phase
although not necessarily of the same amplitude. Because of the one-to-one
correspondence of the motion along this surface, such a surface is called a
wave front. At a later time 7,, the motion along the surface will be in a
different phase of motion. Wave propagation may thus be described by
successive wave fronts. The normals to the wave front define the direction
of propagation and are called rays.

The equation for the normals to the wave front is (Officer, 1958, p. 41)

dx _ _dy __ dz
ow/ox oW/ay oW/oz

(4.14)

where the denominators are the direction numbers of the normal. Because
the direction cosines are proportional to the direction numbers, we may

write
4.15) dx/ds = k(dW/0x), dv/ds = k(dW/dy)
(4.

dz/ds = kioW/dz)

where £ is a constant and ds is an element of the ray path. The sum of the
squares of direction cosines is unity, i.e.,

(4.16) (dx/ds)* + (dy/ds)* + (dz/ds)* = |

By squaring and adding the three equations in Eq. (4.15), and using the
eikonal equation [Eq. (4.12)]

(4.17) 1 = k[ (0W/0x)? + (0W/d¥)* + (aW/0z)?] = k?n?
Thus,
(4.18) k= 1/n

and Eq. (4.15) becomes
0 n(dx/ds) = oW/ 0x, nidv/ds) = dW/dy
4.1
n(dz/ds) = OW/az

Taking a derivative d/ds along the ray path of any one member of Eq.
(4.19), we obtain an equation of the form

d ( dr\ _d (9W\_ o (0Wdx  OWdy oW d:
(4.20) cﬂ(" I) T ds (ax) T Ox (ax ds * dy ds N 0z ds)

By using Eq. (4.19) and then Eq. (4.16), the right-hand side of Eq. (4.20)
reduces to dn/dx. By repeating the same procedure, we obtain the
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following set of equations from Eq. (4.19):

vap L (n) o2 L) _on 4, &) _on
(4.21) ds \"' ds ox’ ds ds oy’ ds ds o0z

These are three members of the ray equation in which the index of refrac-
tion n characterizes the medium.

4.2.2. Derivation from Fermat’s Principle

The ray equation may also be derived from Fermat’s principle. This
approach is most appealing when one investigates the ray path and travel
time between two end points as required in several seismological applica-
tions. The derivation is well known in optics (e.g., Synge, 1937, pp. 99-
107) and is shown in detail by Yang and Lee (1976, pp. 6-15). Our treat-
ment here is brief.

One basic assumption in the mathematical derivation concerns the func-
tional properties of the velocity v in a heterogeneous and isotropic me-
dium. We assume that the velocity (1) is a function only of the spatial
coordinates, and (2) is continuous and has continuous first partial deriva-
tives. The time T required to travel from point A to point B is given by

(4.22) T = J:f ds/v(x, y, z)

where ds is an element along a ray path. For a minimum time path,
Fermat’s principle states that the time T has a stationary value.

Let us introduce a new parameter, g, to characterize a ray path, and
write

(4.23) x =x(qg), vy =vaq), z = z(q)
An element of the ray path may then be written as
4.249) ds = (&2 + v + 232 dg

where the dot symbol indicates differentiation with respect to the param-
eter g. Equation (4.22) now becomes

q:
(4.25) T = L, w dg
where
(4.26) w= (& + "+ )"/

andg = g, atA, andg = g, at B.
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Consider a set of adjacent curves joining A and B, each described by
equations of the form of Eq. (4.23). Then the variation of T on passing
from one of these curves to its neighbor is

q2
(4.27) oT =f dw dq
aq

1

2 /ow ow ow
= _ + — —_—
L. (ax éx Jy oy + 07 6z

ow ..  Ow .. dw )
+ - + - + -
% ox ay 3y 0 8z) dq
because from Eq. (4.26) w is a function of x, ¥, z, x, y, and Z, and
ox, 8y, 6z, 6x, 8y, and 6z are infinitesimal increments obtained in
passing from a point on one curve to the point on its neighbor with the
same value of . If we perform integration by parts for the last three

terms of Eq. (4.27), we have

ow aw ow 22
(4.28) T = [79; &x + 5}7 Sy + Y 82]%

2 /d ow Ow
"Ll (Tﬁ"a) ox dq

2/ d ow ow
‘fq, (d—qa“y-‘ a) oy dq

o

Since the curves have fixed end points A and B, 6x = 8y = 6z = 0 at
these points. Therefore, the first term in the right-hand side of Eq. (4.28)
vanishes. If one of the curves, say ', is the minimum time path from
point A to point B, then the remaining integrals of Eq. (4.28) must also
vanish. Hence the following conditions must hold:

d(@)_awzo d(aw)_aw_o

dq \ ox ox ° dg\eoy) 8y
(4.29) q X q ) y
1(6_W>_@=0
dg \ 8z az

Equation (4.29) is known as Euler’s equation for the extremals of fw dg
in the calculus of variations (e.g., Courant and John, 1974, p. 755; Gel-
fand and Fomin, 1963, p. 15).

Using the definition of w from Eq. (4.26), we may rewrite Eq. (4.29) as
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.i 'x.‘ —_ .2 2 >231/2 _Q (-1) o
dg [U(XZ + ¥ + 2'21)"2} W+ ¥+ 2) ax \v) 0
i y _ -2 2 S231/2 _a_ (l) —_
dq [v(xz T E T zz)w] (v G =0

i z — (v2 2 $2)1/2 _a__(l) =
dq [v()'c? + ¥y + 22)"2] Ery T oz \v/ 0

The parameter g along the minimum time path I is still arbitrary. If we
choose g = s, the arc length along I', then in order to satisfy Eq. (4.24), we
must have

(4.31) (2 + y2 + 22)12 = |

(4.30)

along I'. Hence, Eq. (4.30) reduces to

d(ldy o), d(1d)_o(1)
ds \ v ds dx \ v ’ ds \ v ds oy \ v

41y (1),

ds \ v ds gz \v

When multiplied by a reference velocity vy, Eq. (4.32) is exactly the same
as the ray equation given by Eq. (4.21).

(4.32)

4.3. Numerical Solutions of the Ray Equation

In order to study the heterogeneous structure of the earth, several
different techniques to trace seismic rays in three dimensions have been
developed; for example, see Jackson (1970), Jacob (1970), Julian (1970),
Wesson (1971), Yang and Lee (1976), Julian and Gubbins (1977), Pereyra
et al. (1980), Lee et al. (1982b), and Luk et al. (1982). Some authors
formulated seismic ray tracing as an initial value problem, whereas others
formulated it as a two-point boundary value problem. These two ap-
proaches and a unified formulation are described in the following subsec-
tions.

As pointed out by Wesson (1971), tracing seismic rays between two end
points is required in many seismological applications, such as earthquake
location (e.g., Engdahl, 1973; Engdahl and Lee, 1976) and determining
three-dimensional velocity structure under a seismic array (e.g., Aki and
Lee, 1976; Lee et al., 1982a). However, computer programs to trace seis-
mic rays are complex and time consuming, so they have not been widely
applied in microearthquake studies.
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4.3.1. Initial Value Formulation

The ray equation can be solved numerically as an initial value problem.
Eliseevnin (1965) presented an initial value formulation for the propaga-
tion of acoustic waves in a heterogeneous medium. Since the ray equation
for seismic waves is the same as that for acoustic waves, Eliseevnin’s
formulation can be applied directly to seismological problems. For the
two-dimensional case, Eliseevnin derived a set of three first-order differ-
ential equations from the eikonal equation. For the three-dimensional
case, he gave a set of six first-order equations derived in a manner analo-
gous to the two-dimensional case. These equations are

dx/dt = v cos «a, dv/dt = v cos B, dz/dt = vcosy

do 0dv ov _Ov

Et——asma aycotacosB azcotacosy
(4.33) dg ov ov . v

il acosacotﬁ +6—ySlnB — Ecotﬁcosy

dy  0v _ v 9 .

dr = gy Cos acoty 6V0053C0t7+825m7

where «, 8, and y are the instantaneous direction angles of the ray at point
(x, y, z) in a heterogeneous and isotropic medium in which the velocity is
specified by v = v(x, y, z), and ? is time. The direction cosines are defined
by

(4.34) cos o = dx/ds, cos B = dy/ds, cosy = dz/ds

where ds is an element of the ray path. The first three memibers of Eq.
(4.33) specify the change of ray position with respect to time, and the last
three members specify the change of ray direction with respect to time.
The six initial conditions for Eq. (4.33) are provided by the three spatial
coordinates of the source and the three direction angles of the ray at the
source. If they are specified, then Eq. (4.33) can be solved numerically by
integration as described in many texts (e.g., Acton, 1970; Gear, 1971;
Shampine and Gordon, 1975).

Equation (4.33) is given in the Cartesian coordinate system. In mi-
croearthquake studies, this coordinate system is appropriate because the
space under consideration is small. However, the spherical coordinate
system should be used for global problems. For example, Jacob (1970) and
Julian (1970) have derived equivalent sets of equations for this case.

The initial value formulation has been applied to a number of seismolog-
ical problems. For example, Jacob (1970) and Julian (1970) developed
numerical techniques to trace seismic rays in a heterogeneous medium in
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order to study the propagation of seismic waves in island arc structures.
Engdahl (1973) and Engdahl and Lee (1976) applied the ray tracing tech-
nique as developed by Julian (1970) to relocate earthquakes in the central
Aleutians and in central California, respectively.

4.3.2. Boundary Value Formulation

In many seismological applications, tracing seismic rays between two
end points is required. It is therefore natural to seek a solution of the ray
equation with the spatial coordinates of the two end points as boundary
conditions. For example, Wesson (1971) presented a boundary value for-
mulation for two-point seismic ray tracing in a heterogeneous and iso-
tropic medium. He noted that the three second-order members of the ray
equation [Eq. (4.32)] are not independent, because the direction cosines
[Eq. (4.34)] are related by Eq. (4.16). If the ray path is parameterized by

(4.35) y = y(x), z = z(x)

and the coordinate system is transformed such that the two end points lie
in the xz plane, then Eq. (4.32) reduces to two second-order equations

i[ Y } LUy an
dx Lo(l + y'2 + z'2)'2 v? ay
(4.36) ‘
i[ z ] (1+y2+ 29" v _ 0
dx Lo(l + y'? + /912 v? 0z

where v = dy/dx, and z' = dz/dx.

By using central finite differences to approximate the derivatives in Eq.
(4.36), Wesson (1971) derived a set of nonlinear algebraic equations which
he solved by an iterative procedure. For two selected areas in California,
he was able to construct theoretical velocity models that are consistent
with travel time data from explosions and with the known geological
structure.

Chander (1975) used a method due originally to L. Euler that applied a
sum to approximate the integral for the travel time and solved for the
minimum time path directly. Yang and Lee (1976) showed that this formu-
lation was equivalent to the central finite-difference approximation used
by Wesson (1971).

Yang and Lee (1976) introduced a different technique for solving the
two-point seismic ray tracing problem. In order to reduce the ray equation
to a set of first-order equations they recast Eq. (4.36) into

y'=F (', z', 2", v, vy, vy, 1,)
(4.37) ' T

' = FZ, ¥, ¥, v, v, Uy, 1)
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where

438) Fr= 1+ 27/ ollvey” = vl + 2" + 0,2'y'] + 2'2"y')
Fo=(+ y ) {(&/v)lvez’ — vl +y2) +o,y'z'] + y'y'z'}

(4.39) £= (1432 + 72"

(4.40) vy = 0v/0x, v, = dv/ay, v, = 0v/0z

They noted that second- or higher-order systems of ordinary differential
equations could be reduced to first-order systems by introducing auxiliary
variables. They defined

r

(4.41) Vi=Yy, =y =3 Z,=12, Zz=21=12

as new variables and reduced Eq. (4.37) to a system of four first-order
equations:

(4.42) Yi = Y, ys = Fi. Z7 = I, z, = F,

This system of equations was solved by using an adaptive finite-difference
program later published by Lentini and Pereyra (1977). For two-
dimensional linear velocity models with known analytic solutions for the
minimum time paths, Yang and Lee (1976) showed that their approach
was more accurate and used less computer time than the central finite-
difference technique used by Wesson (1971).

Although the parameterization method adopted by Wesson (1971) and
Yang and Lee (1976) had two instead of three second-order equations to
be solved, Julian and Gubbins (1977) pointed out its inherent difficulty. If
the ray path is defined by functions y(x) and z(x) as in Eq. (4.33), these
functions can be multiple valued and can have infinite derivatives at turn-
ing points. Therefore, it is better to solve the ray equations parameterized
in arc length such as that given in Eq. (4.32). Starting from Euler’s equa-
tion [Eq. (4.29)], Julian and Gubbins (1977) chose the parameter g to be:

(4.43) q=s5/S

and derived the following set of second-order equations:

—u (¥ + 2% + uypxy + uxz + uk =0
(4.44) —uy(x* + 2% + uxv + uyi + uy =0
XX+ yy+2Z=0

where s is an element of arc length, S is the total length of the ray path
between the two end points, u# is the slowness or the reciprocal of the
velocity, the dot symbol indicates differentiation with respect to q, and u,.,



86 4. Seismic Ray Tracing for Minimum Time Path

u,, and u, denote partial derivatives of u with respect to x, y, and z,
respectively. By using central finite differences to approximate the de-
rivatives, Eq. (4.44) was reduced to a set of nonlinear algebraic equations
which was solved by an iterative procedure.

4.3.3. A Unified Formulation

In the last decade, accurate and efficient numerical methods in solving
boundary value and initial value problems have been developed by math-
ematicians (e.g., Gear, 1971; Keller, 1968, 1976; Lentini and Pereyra,
1977; Roberts and Shipman, 1972; Shampine and Gordon, 1975). Follow-
ing the approach by Pereyra et al. (1980), we will describe a unified formu-
lation for the seismic ray tracing problem. This formulation is suitable for
solving the problem by either the boundary value or the initial value
approach. In essence, solving the seismic ray tracing problem can be
considered as an example of solving a set of first-order differential equa-
tions. In order to take advantage of recent numerical methods, the ray
equation will be cast into a form suitable for general first-order system
solvers.

We begin by introducing a position vector r defined by

X
(4.45) r=| vy
z
and slowness « defined as the reciprocal of the velocity v, i.e.,
(4.46) u(r) = 1/v(r)

The general ray equation as given by Eq. (4.32) may then be written
compactly as

(4.47) L1 (%)] = vu
where Vu is the gradient of u, i.e.,
Ju/dx
(4.48) VYu =\| du/0y
du/oz

By carrying out the differentiation in Eq. (4.47), we have

(4.49) d’r _ 1 ( y dr du)

ds? u

ds ds
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Let us denote du/ds by G, then according to the chain rule of differentia-
tion

du(r):@__@af_x+éizid_y ou dz
ds dx ds dy ds 0z ds

(4.50) G =

= U X+ ouyy +ouz

where the dot symbol denotes differentiation with respect to s, and u, =
ou/ox, u, = ou/dy, and u, = du/dz. Thus Eq. (4.49) may be written as
three second-order differential equations

(4.51) x = v(u, — Gx), y = v(u, — Gy), Z = vlu, — Gz)

If we denote the variables to be solved by a vector @ whose components
are

w; = X, wy = X, w3 =y

(4.52)

w4:y, (1)5:2, O)G:Z
then Eq. (4.51) is equivalent to the following six first-order differential
equations:

W) = Wy, W3 = Wy

d)z = v(ur - G(l)z). (11)4 = v(uy - G(U,*),
(4.53)

ws = wg

wg = v, — Guwg)
where G as given by Eq. (4.50) is
(4.54) G = uwy + 1wy + Uwg

Since in many seismological applications, the travel time between point A
and point B, T = ffu ds, is of utmost interest, we introduce an additional
variable w; to represent the partial travel time 7, along a segment of the ray
path from point A. The corresponding differential equation is simply w; =
u. With this addendum, the total travel time is given by T = 7 (at point B)
= wq(S), where § is the total path length, and is computed to the same
precision as the coordinates describing the ray path. To determine §
(which is a constant for a given ray path), we introduce one more variable,
wg = §, and its corresponding differential equation, wg = 0. It is also
computationally convenient to scale the arc length s such that its value is
between 0 and 1. We therefore introduce a new variable ¢ for s such that

(4.55) t =s/8

and we use the prime (') symbol to denote differentiation with respect to ¢.
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Thus the final set of eight first-order differential equations to be solved is

U = gWg, w5 = wywg
wy = wgt(y — Gw,), wg = wgt(u, — Gwg)
(4.56) W3 = Wy, w7 = Wl
wy = wgt(u, — Guy), wg =0
t € [0, 1]

The variables corresponding to the solution of these equations are

w; = X, wy = dx/ds, w3 =Y, wy = dy/ds
(4.57) 1 2 3 4

ws = Z, wg = dz/ds. w; = T, wg = S
The boundary conditions are
0(0) = x40 w0 = ys 05(0) = 24
(4.58) wy(1) = xg, wy(1) = vy, ws(1) = zp
w(0) =0,  w}(0) + 0}0) + «wF(0) =1

where the coordinates for point A are (x4, y4. z4) and those for point B are
(xg, ¥8» zg). The boundary condition for w; is determined by the fact that
the partial travel time at the initial point A is zero. The last boundary
condition in Eq. (4.58) simply states that the sum of squares of direction
cosines is unity, as given by Eq. (4.16).

Equation (4.53) is a set of six first-order differential equations which are
simple and exhibit a high degree of symmetry. This set of equations is
equivalent to either Eq. (4.33) or Eq. (4.44) and is easier to solve using
recently developed numerical methods. Equation (4.56) is an extension of
Eq. (4.53) so that the travel time and the ray path can be solved together.
Otherwise, the travel time would have to be computed by numerial inte-
gration after the ray path is solved.

Pereyra et al. (1980) described in detail how to solve a first-order system
of nonlinear ordinary differential equations subject to general nonlinear
two-point boundary conditions, such as Eqs. (4.56)—(4.58). In their first-
order system solver, high accuracy and efficiency were achieved by using
variable order finite-difference methods on nonuniform meshes which
were selected automatically by the program as the computation pro-
ceeded. The method required the solution of large, sparse systems of
nonlinear equations, for which a fairly elaborate iterative procedure was
designed. This in turn required a special linear equation solver that took
into account the structure of the resulting matrix of coefficients. The
variable mesh technique allowed the program to adapt itself to the particu-
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lar problem at hand, and thus it produced more detailed computations
where it was necessary, as in the case of highly curved seismic rays.

Lee et al. (1982b) applied the numerical technique developed by
Pereyra et al. (1980) to trace seismic rays in several two- and three-
dimensional velocity models. Three different types of models were con-
sidered: continuous and piecewise continuous velocity models given in
analytic form, and general models specified by velocity values at grid
points of a nonuniform mesh. Results of their numerical solutions were in
excellent agreement with several known analytic solutions.

Using an initial value approach for tracing seismic rays, Luk er al.
(1982) noted that solving Eq. (4.53) was computationally more efficient
than solving Eq. (4.33) because trigonometric functions were not in-
volved. They solved Eq. (4.53) by numerical integration using the DE-
ROOT subroutine described by Shampine and Gordon (1975). Thus start-
ing from a given seismic source, a set of initial direction angles may be
used to trace out a corresponding set of ray paths. This is very useful in
studying the behavior of seismic rays in a heterogeneous medium.

For two-point seismic ray tracing, one may solve a series of initial value
problems starting from one end point and design a scheme so that the ray
converges to the other end point. Luk et al. (1982) solved Eq. (4.53) by
shooting a ray from the source and adjusting the ray to hit the receiver
using a nonlinear equation solver. This technique was found to be just as
efficient as the method of Pereyra er al. (1980) which used a boundary
value approach.

4.4. Computing Travel Time, Derivatives, and Take-Off Angle

In many seismological problems, such as earthquake location, we need
to compute travel times between a source and a set of stations, and the
corresponding spatial derivatives evaluated at the source. Take-off angles
of the seismic rays at the source to a set of stations are also needed to
determine the fault-plane solution. For a heterogeneous earth model,
travel times, derivatives, and take-off angles can be computed by solving
the ray equation as discussed in the previous section. But in practice, we
may not have enough information to construct a realistic three-
dimensional model for the velocity structure of the crust and upper mantle
beneath a microearthquake network. Furthermore, it is expensive to solve
the three-dimensional ray equation numerically. For instance, about 0.3
sec CPU time in a large computer (e.g., IBM 370/168) is required to find
the minimum time path between a source and a station in a typical three-
dimensional heterogeneous model. Because we may need to trace thou-
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sands of rays in a given problem, it is not economical at present to apply
these numerical ray tracing techniques in routine microearthquake stud-
ies. Consequently, much simplified velocity models are used. Before we
discuss these models, we will derive formulas to compute travel time
derivatives and the take-off angle for the three-dimensional heterogeneous
case. These formulas are readily adaptable to the simplified models.

4.4.1. Heterogeneous Velocity Model

In the unified formulation (Section 4.3.3), the minimum travel time is
one of the variables to be solved from Eq. (4.56). In the solution of Eq.
(4.56), we also obtain the variables dx/ds, dy/ds, and dz/ds. These vari-
ables are the direction cosines of the ray as given by Eq. (4.34). Using a
variational technique due to R. Comer (written communication, 1979), we
now derive formulas for the spatial derivatives of the travel time in terms
of the direction cosines of the ray at the source. The formula for the
take-off angle at the source follows readily from these derivatives.

Let us consider the minimum time path I', between a source at point A
and a station at point B. Let the spatial position of point A be r; = (xy, ¥;,
z,1), and that for point B be r, = (x,, y;, 23). Let us also consider a neigh-
boring minimum time path [, between points C and B, where C is a
neighboring point of A and its spatial position is given by r, + ér,. Let the
position along each path be parameterized by an arbitrary parameter g as
discussed in Section 4.2.2, such that ¢ = g, at point A and point C, and ¢
= g, at point B.

The variation of travel time T on passing from I'; to I'; is given by Eq.
(4.28). Because I'; and I'; are minimum time paths, they satisfy Euler’s
equation as given by Eq. (4.29). Thus, the three integrals on the right-hand
side of Eq. (4.28) vanish, and Eq. (4.28) reduces to

ow ow ow o

. = [ 86x + — 6y + — &z
(4.59) 8T {Bx bx + G5 By + G b L‘
Because the second end point B is the same for I'; and I';, the right-hand
side of Eq. (4.59) evaluated at ¢ = g, is zero. Therefore, the variation of

travel time is

, 3 Ow ow aw

(4.60) 5T = (ax b+ 3y Wt s 82) a=a at 4
_ _ow dwl gy, —
 Tal, T eyl T ], O




4.4. Computing Travel Time and Derivatives 91
where |, denotes functional evaluation at point A. If we introduce slow-
ness « as defined by Eq. (4.46), then Eq. (4.26) which defines w becomes
(4.61) W= u(i® + y? + )

By differentiating Eq. (4.61) with respect to x, y and Z, respectively, and
using Eq. (4.31), we have

ow/0x = u dx/ds. ow/8y = u dv/ds
ow/8z = u dz/ds

(4.62)

Using these relationships, Eq. (4.60) further reduces to
(4.63) 6T = — (u ﬂ)

(B o ()
s Aéxl (u s Aﬁyl uds

Noting that T is a function of the six end-point coordinates, the variation
8T can be written by the chain rule of differentiation as

(4.64) 8T = (8T/dx,) 6xy + (8T/dy,) 8y, + (8T/dz,) 8z,
+ (0T/0x,) 8xy + (0T/8y,) 8y, + (0T/z,) 82,

9z4
A

Because the second end point B is fixed, 8x, = 8y, = 8z, = 0, and Eq.
(4.64) reduces to

(4.65) 8T = (8T/dx)|4 8xy + (8T/dy)

A 8y1 + (GT/BZ)’A 821
By comparing Eq. (4.63) with Eq. (4.65), we have

() oo 08
ox|, ds ’ avl|. ds
(4.66) 4 4 - 4
7, - (-3)
az A dS A

If we solve the ray equation in the form of Eq. (4.56), then Eq. (4.66)
becomes

T/ dx|, = —u(0) wy(0), 0T/ 9y, = —u(0)w,(0)

(4.67)
8T/dz|4 = — u(0)wg(0)

where w,, w,, and wg are the second, fourth, and sixth components of the
solution vector w to Eq. (4.56). Since our normalized parameter ¢ for Eq.
(4.56) is zero at point A, we write (0) to denote functional value at point A.
According to Eq. (4.57), wy(0), w4(0), and wg(0) are the direction cosines of
the ray at the source.

The direction cosines of the seismic ray are the cosines of the direction
angles which are defined with respect to the positive direction of the
coordinate axes. By Eq. (4.34) these direction angles are
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a = arccos(dx/ds). B = arccos(dv/ds)
(4.68)
vy = arccos(dz/ds)

In the usual Cartesian coordinate system, the positive z axis is pointing
upward. However, in seismological applications, it is more convenient to
let the positive z axis point downward. The take-off angle i at the source
(with respect to the downward vertical) is just the direction angle vy at the
source, i.e., ¥ = Y|4, or

(4.69) Y = arccosidz/ds)|,

If we solve the ray equation in the form of Eq. (4.56), then w¢(0) is the
value of dz/ds at the source. Therefore, Eq. (4.69) may be written as

(4.70) Y = arccos| wg(0)]

Equation (4.66) is very important because it relates the spatial deriva-
tives of the travel time to the direction cosines of the seismic ray and the
slowness (i.e., the reciprocal of the velocity) of the medium at the earth-
quake source. We will use this equation frequently in the following
subsections.

4.4.2. Constant Velocity Model

This is the simplest velocity model; the velocity v is a constant and is
independent of the spatial coordinates. The minimum time path between
any two points A and B is a straight line (i.e., AB). If the earthquake
source is at point A with coordinates (x4, ¥4, Z4), and the receiving station
is at point B with coordinates (xz, vg, z5), then the path length S between A
and Bis [(xg — x4 + (yvg — y4)* + (zg — z4)?]V2. The travel time T is
simply given by

4.71) T=3S/v

The direction cosines for the ray AB are constant and are given by (xz —
x4)/8. (yg — ya)/S. and (zg — z,)/S. Using Eq. (4.66), the spatial deriva-
tives of the travel time at the source for this case are

0T/dxly = —(xg — x4)/(vS),  0T/dy|s = —(ys — ya)/(0$)
AT/ 924 = —(zp — 2)/(S)
Using Eq. (4.69), the take-off angle at the source is
(4.73) ¥ = arccos[(zg — z4)/S]

In this simple model, we do not really need to apply the formulas for the
general three-dimensional case. Eq. (4.72) for the spatial derivatives can

(4.72)
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be obtained by differentiating Eq. (4.71). Equation (4.73) for the take-off
angle follows from geometrical consideration of the ray path AB with
respect to the positive z direction.

4.4.3. One-Dimensional Continuous Velocity Model

The next simplest class of velocity models is that in which the velocity
is a function of only one of the spatial coordinates. Because seismic veloc-
ity generally increases with depth in the earth’s crust, it is very common
to consider the velocity to be a continuous function of depth, i.e., v = v{z).
Let us now consider the two-point seismic ray tracing problem in the xz
plane for this case (Fig. 19). The ray equation, Eq. (4.32), reduces to
1 dx d ( 1 c_zz) 1 dv

v(z) ds const. ds \v(z) ds

From Fig. 19, the direction cosines are

(4.75) cos @ = dx/ds = sin 6, cos y = dz/ds = cos 0

v’ dz

(4.74)

where 6 is the angle the ray makes with the positive z direction. The first

A!

A(0,z,)

¥

Fig. 19. Geometry of seismic ray tracing in the xz plane where the velocity v = ©v(z). The
example shown here is for the case where v is a linear function of z.
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member of Eq. (4.74) is then
(4.76) sin 6/v(z) = const=p

This equation is Snell’s law, and p is called the ray parameter. Thus the
ratio of the sine of the inclination angle of a ray to the velocity is a
constant along any given ray path. The second member of Eq. (4.74)
reduces to (Officer, 1958, p. 48)

4.77) do/ds = p dv/dz

This equation states that the curvature of a ray, d6/ds, is directly propor-
tional to the velocity gradient, dv/dz. For a region where the velocity
increases with depth, dv/dz is positive. Equation (4.77) implies that d6/ds
is also positive, and thus the ray will curve upward. Similarly, for a region
where the velocity decreases with depth, the ray will curve downward.

Referring to Fig. 19 and using Eqgs. (4.75)—(4.77), the travel time T from
point A to point B is
B ds f 8 dz s do

A

@ T T Wdces 0 @ojdarsin g

where ¢ = 8, at point A and 8 = 65 at point B.
Now let us consider the simplest case in which the velocity is linear
with depth, i.e.,

(4.79) oz) = go + &2
where g, and g are constants. From Eq. (4.77), we have
(4.80) d8/ds = pg = const

This equation states that the curvature along any given ray is a constant.
Therefore, the ray path is an arc of a circle with radius R given by

(4.81) R =(d0/ds)™' = v/(g sin 8)

using Eqgs. (4.80) and (4.76). Let us denote the center of this circle by the
point C at (x¢, z¢), as shown in Fig. 19. We now proceed to determine x¢
and z. in terms of the velocity model parameters, g, and g, and the
coordinates of the two end points A and B. In our example shown in Fig.
19, we choose a coordinate system such that point A is at (0, z,) and point
B is at (xp, 0). We observe that AC2=A'C*+ A’A?=R*=BC*=B'C* +
B'B? or

(4.82) X+ (24 — z¢) = (x5 — xe)® + z¢

From Fig. 19, we observe that sin 8 = BB'/BC = —z¢/R, and R =
8o/(g sin Op) at point B using Eqs. (4.81) and (4.79). Thus, z; = —g¢/g.
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Substituting this result into Eq. (4.82), we can solve for x.. Hence, the
center of the circular ray path, point C, is given by

-k~ 2(80/8)24 — 23) B
(4.83) Xc 2%, , Ze = .
From Egs. (4.78)-(4.79), the travel time T from point A to point B is
given by

% de 1 tan(Og/z)]

(484) T = 6. 8 sin @ - g [tan(@A/Z)

where

(4.85) 6, = arctan[(z4 — z¢)/xc], 05 = arctan[—zc/(xs — xc)]

According to Eqgs. (4.66) and (4.75), the spatial derivatives of T at the
source are

T/ dx|q4 = —sin 0,/(ge + g24)

(4.86)
0T/ dz|4 = —cos 0,/(g0 + 824)

The take-off angle at the source with respect to the downward vertical y is
just the angle 6,4, i.e.,

{4.87) Y = 8,

For treating the more general case in which the velocity is an arbitrary
function of depth, there have been some recent advances. An important
concept is 7(p), the intercept or delay time function introduced by Gerver
and Markushevich (1966, 1967). It is defined by 7(p) = T(p) — pX(p),
where T is the travel time, X is the epicentral distance, and p is the ray
parameter defined by Eq. (4.76). The expression for 7(p) is analogous to
the more familiar equation T, = T — X/v for a refracted wave along a layer
of velocity v, and 7; is the intercept time. The delay time function 7(p) has
several convenient properties. Whereas travel time T may be a multiple-
valued function of X due to triplications, the corresponding 7(p) function
is always single valued and monotonically decreasing. Calculations based
on the 7(p) function have the advantages that low-velocity regions can be
treated in a straightforward way, and that considerable geometric and
physical interpretation can be applied to the mathematical formalism.
This approach has been useful in calculating travel times for synthetic
seismograms (e.g., Dey-Sarkar and Chapman, 1978), and for inversion of
travel-time data for the velocity function v(z) (e.g., Garmany et al., 1979).
For further details, readers are referred to the above-mentioned works
and references therein.
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4.4.4. One-Dimensional Multilayer Velocity Models

The most commonly used velocity model in microearthquake studies
consists of a sequence of horizontal layers of constant velocity, each layer
having a higher velocity than the layer above it. For the source and the
station at the same elevation, the ray paths and travel times are well
known (e.g., Officer, 1958, pp. 239-242). For an earthquake source at
depth, the specific formulas involved have been given by Eaton (1969, pp.
26-38). We now derive an equivalent set of formulas by a systematic
approach using results from Section 4.4.1.

Let us first consider the simple case of a single layer of thickness /; and
velocity vy over a half-space of velocity v, (Fig. 20). For a surface source
at point A, we consider two possible ray paths to a surface station at point
B. The travel time of the direct wave, T4, along path AB is

(4.88) Ty = A/,

where A is the epicentral distance between the source and the station, i.e.
A = AB. The travel time of the refracted wave, T, along path ACDB is

(4.89) 1T, = (AC/v,) + (CD/UZ) + (DB/UI)
Using Snell’s law, we have
(4.90) sin 8/v, = sin 90°/v, = sin /v,

so that # = ¢ (Fig. 20), and AC = DB. Consequently, Eq. (4.89) can be
written in terms of 6, h;, and A as (see Officer, 1958, p. 240),

(4.91) T, = A + 2y cos 6
Uy Uy
Using Eqgs. (4.88) and (4.91), we can plot travel time versus epicentral
— : |
A(source) B(station)

Vetocity=V,

>

|c
Velocity=V,

Fig. 20. Diagram of direct and refracted paths in a velocity model of one layer over a
half-space.
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distance as shown in Fig. 21. The travel time versus distance curve for the
direct wave is a straight line through the origin with slope of 1/v,. The
corresponding curve for the refracted wave is also a straight line, but with
slope of 1/v, and time intercept at A = 0 equal to the second term on the
right-hand side of Eq. (4.91). These two straight lines intersect at A = A,
the crossover distance. For A < A, the first arrival will be a direct wave,
whereas the first arrival at A > A, will be a refracted wave. In our case, it
is more useful to consider the critical distance for refraction, i.e., the
distance beyond which there is a refracted arrival. With reference to Fig.
20, the minimum refracted path is such that CD = 0. Thus the critical
distance ¢ is given by

(4.92) £ =2h tan 0

If the velocity of the first layer is greater than the velocity of the underly-
ing half-space, there will be no refracted arrival. The reason is that by
Snell’s law [Eq. (4.90)], sin ¢ = v,/v,, and ¢ does not exist for the case
where v; > v,.

Results from a single layer over a half-space can be generalized into
the case of N multiple horizontal layers over a half-space. With reference
to Fig. 22, the travel times along different paths may be written as

A A 2hy

T, == I,= — + — ]
1 vy 2 Uy vy COS Uy
(4.93) A 2h, 2h,
T, = — + = cos 63 + == cos 0
3 vs v, 13 ” COS8 U3
slope=1/v,
w
E ____——slope=1/v,
-
wi —
w JE—
=T~
[y

0 Ac
DISTANCE

Fig. 21. Travel time versus distance for the model illustrated in Fig. 20.
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B(statlon)

>

Fig. 22. Diagram of travel paths in a velocity model of multiple layers with a source at
the surface.

and so on, or in general,

(4.94) Ty,
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The corresponding critical distances may be written in general as
k-1

(4.95) Ee=22 htan Oy, k=2,3,...,N
i=1
The relations between the angles 6; are given by Snell’s law and are
written in general as
(496) sin Bik=v,-/vk for i = 1, 2,...,N_" 1, /\=2, 3,...,N

Using Eq. (4.96) and trigonometric relations between sine, cosine, and
tangent, we may express Eqs. (4.94)—(4.95) directly in terms of layer
velocities

A k- v} — v
Tk = L’_ 2 AUk — Y

v;v
(4.97) *
k-1 hov,
§k=ZZW for k=2,3,...,N

The first member of Eq. (4.97) shows that the time versus distance relation
for a wave refracted along the top of the kth layer has a linear form: the
slope of the line is 1/vy, and the intercept on the time axis is the sum of
the down-going and up-going intercept times (with respect to the kth
layer) through the layers overlying the kth layer.

We can now proceed to the general case where the source is at any
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arbitrary depth in a model consisting of N multiple horizontal layers over
a half-space as shown in Fig. 23. Let the earthquake source be at point A
with coordinates (x4, y4, Z4), and the station be at point B with coordinates
(xgs, Y8, zg). We construct our model such that the station is at the top of the
first layer, and we use v; and A; to denote the velocity and the thickness of
the ith layer, respectively. In Fig. 23, we let the source be inside the jth
layer at depth { from the top of the jth layer. The difference between this
case and the surface-source case is that the down-going travel path of the
refracted wave starts at depth z, instead of at the surface. This means that
the down-going seismic wave has the following less layers to travel: the
first (j — 1) layers from the surface, and an imaginary layer within the jth
layer of thickness {. We can therefore write down a set of equations for
this case in a manner similar to Eq. (4.97)

j~—1 k—1
LS (PR Y WO 1 ¥

(4.98) Uy UV =1 (2% inj ViU
j— k—1
o QA hv;
=" g0t 20, Z O
forj =1,2,. . .,N—~landk = 2,3,. . .,N, where T is the travel time

for the ray that is refracted along the top of the kth layer from a source at the

B

{B(station)

nth layer

Fig. 23. Diagram of the refracted path along the kth layer for a source located in the
Jjth layer.
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Jth layer, &; is the corresponding critical distance, A is the epicentral
distance given by A = [(xg — x4)? + (y5 — ¥4)*]'%, the thickness { is given
by { =2z, — (hy + hy + - - - + h;_,). the symbol Qy; = (v} — v})"2, and
the symbol Q; = (v} — vV

These equations allow us to calculate the travel times for various re-
fracted paths and the corresponding critical distances beyond which re-
fracted waves will exist. In many instances, one of the refracted paths is
the minimum time path sought. However, there are cases in which the
direct path is the minimum time path. This is considered next.

If the earthquake source is in the first layer (with velocity v,), then the
travel time for the direct wave is the same as that in the constant velocity
model (see Section 4.4.2), i.e.,

(4.99) Ty = [(xg — x0)* + (yg — ya)* + (zp — z4)*]'"*/ vy

However, if the earthquake source is in the second or deeper layer, there
is no explicit formula for computing the travel time of the direct path. In
this case, we must use an iterative procedure to find an angle ¢ such that
its associated ray will reach the receiving station along a direct path. Let
us consider a model where the earthquake source is in the second layer, as
shown in Fig. 24. Let the first layer have a thickness 4,, and let v, and v,
be the velocity of the first and the second layer, respectively. In our model
the layer velocity increases with depth so that v, > v,. We choose a
coordinate system such that the z axis passes through the source at point
A, and the 7 axis passes through the station at point B. Let the coordinates

B(4,0) A,

=
<

A(0,2,)

z

Fig. 24. Diagram to illustrate the computation of the travel path of a direct wave for a
layered velocity model.
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of point A be (0, z,4). and that for point B be (4, 0). For simplicity, we will
label the points along the m axis by their 1 coordinates; for example, point
A; has the coordinates (A,, 0). We will also label the points along the line z
= h, by their 7 coordinates; for example, point 7, has the coordinates (7,
hy). We define { = z, — h;. Let the ¢’s be the angles measured from the
negative z direction to the lines joining point A with the appropriate points
along the line z = h, (see Fig. 24).

To find by an iterative procedure an angle ¢ whose associated ray path
will reach the station, we first consider lower and upper bounds (¢, and
¢,) for the angle ¢. If we join points A and B by a straight line, then AB
intersects the line z = A, at point 7n; such that its  coordinate is given by
1 = A({/z,). By Snell’s law and the fact that v, > vy, this ray Az, will
emerge to the surface at a point with » coordinate of A,, which is always
less than A. Thus the angle ¢, associated with the ray An, can be selected
as the lower bound of ¢. To find the upper bound of ¢, we let n; be the
point directly below the station and on the line z = h;, i.e., 1, = A. Again
by Snell’s law and v, > v,, the ray A n, will emerge to the surface at a point
with i coordinate of A,, which is always greater than A, Thus the angle ¢,
associated with the ray A7, can be selected as the upper bound of ¢.

To start the iterative procedure, we consider a trial ray A». and its
associated trial angle ¢, (see Fig. 24) such that 7. is approximated by

(4.100) (Ns — 7)1)/(7)2 -m) = (A~ Al)/(Az —4,)
and
(4.101) ®, = arctan(7./{)

By Snell’s law and knowing 7., we can determine the n coordinate, A, of
the point where the ray A7, emerges to the surface. In order for the trial
angle ¢. to be acceptable, the ray A7, must emerge to the surface very
close to the station, i.e., |A — A,| < &, where the error limit ¢ is typically a
few tens of meters. If |]A — A.| > &, we select a new ¢, and repeat the
same procedure until the trial ray emerges close to the station. To perform
the iteration, we must consider the following two cases:

() If A, > A, the new ¢, is chosen between the two rays A7, and
An.. To do this, in Eq. (4.100), the current values for A, and 7.
replace A, and 7, respectively, and a new value for 7, is com-
puted. L L

(2) If A, <A, the new ¢, is chosen between the rays A7, and An,. To
do this, in Eq. (4.100), the current values of A, and 7, replace 4,
and 7,, respectively, and a new value for 7, is computed. In both
cases, a new value for ¢, can be obtained from Eq. (4.101).
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The preceding procedure for a source in the second layer can be gener-
alized to a source in a deeper layer, say, the jth layer. Once a trial angle
¢, is chosen, we may use Snell’s law to compute successive incident
angles to each overlying layer until the trial ray reaches the surface at
point A, with the n coordinate given by

1

(4.102) A =me + D hitan 6,
i=j—1

where 6; = ¢,. The incident angles are related by

sin Oi _ sin 9i+1

(4.103) for 1=i<j

Ui Uita
where 6; is the incident angle for the ith layer with velocity v; and thick-
ness h;. With the proper substitutions, Eq. (4.102) can also be used to
calculate A; and A,.

In this iterative procedure, the trial angle ¢, converges rapidly to the
angle ¢ whose associated ray path reaches the station within the error
limit &. Since this ray path consists of j segments of a straight line in each
of the j layers, we can sum up the travel time in each layer to obtain the
travel time from the source to the station.

Knowing how to compute travel time for both the direct and the re-
fracted paths, we can then select the minimum travel time path. The
spatial derivatives and the take-off angle can be computed from the direc-
tion cosines using results from Section 4.4.1 as follows.

Let us consider an earthquake source at point A with spatial coordi-
nates (x,, Y4, Z,), and a station with spatial coordinates (xz, Vg, zg). Let us
choose a coordinate system such that points A and B lie on the 7z plane,
and A’ is the projection of A on z = zz. In Fig. 25, let us consider an
element of ray path ds with direction angles «, 8, and vy, and components
dx, dy, and dz (with respect to the x, y, and z axes, respectively). In Fig.
25a, the projection of ds on the 7 axis is sin y ds. In Fig. 25b, this pro-
jected element can be related to the components dx and dy of ds by

(4.104) dx = cos o' sin vy ds, dy = cos B sin y ds
where o' and B’ are the angles between the n axis and the x and y axes,

respectively. Consequently, from Eq. (4.104) and the definition of direc-
tion cosine for y, we have
dx/ds = cos o’ sin vy, dy/ds = cos B' sin y
(4.1095)
dz/ds = cos y

The angles o’ and B’ can be determined from Fig. 25b as
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(siny ds)
A ey Blxg.Ya)
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Fig. 25. Diagram of the projections of an ¢lement of ray path ds on thez plane (a) and
on the xy plane (b).

(4.106) cos o = (xg — x)/A, cosB = (yp — ya)/A
where A is the epicentral distance between points A’ and B and is given by
(4.107) A= [(xpg — x4)* + (yg — yo)*I'?

For the refracted waves in a multilayer model (see Fig. 23), the direc-
tion angle vy at the source is the take-off angle for the refracted path. If the
earthquake source is in the jth layer and the ray is refracted along the top
of the kth layer, then by Eq. (4.96)
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(4.108) vla = 6 = arcsin(v;/vy)
Therefore Eq. (4.105) becomes
dx/ds = [(xp — x4)/AXvs/vi)
(4.109) dy/ds = [(va — ya)/ANvi/ vx)
dz/ds = [1 = (v;/ve)*]'"?

Using Eq. (4.66), the spatial derivatives of the travel time evaluated at the
source for this case are

aTjk/aXIA = _(XB - xA)/(A : vk)

(4.110) 0T/ 9vls = —(v5 — va)/(A- 1)
AT/ 0z|4 = —(vE — vF)V2/(v5- 1))

and the take-off angle [according to Eq. (4.108)] is

(4.111) Y = arcsin(v;/vy)

where the limits for j and & are given in Eq. (4.98).

For the direct wave with earthquake source in the first layer, the spatial
derivatives of the travel time and the take-off angle are the same as those
given in Section 4.4.2 for a constant velocity model.

For the direct wave with earthquake source in the jth layer (with
velocity v;), we find the direct ray path and its associated angle ¢ by an
iterative procedure as described previously. The direction angle y at the
source is the take-off angle ys for the direct path. Since the take-off angle is
measured from the positive z direction whereas the angle ¢ is measured
from the negative z direction (see Fig. 24), we have

(4.112) Y4 =t = 180° - ¢
Thus, using Egs. (4.105), (4.106), and (4.66), and noting that sin(180° — &)
= sin ¢, and cos(180° — &) = —cos ¢, the spatial derivatives of the travel

time evaluated at the source for this case are
9T/ 0x|s = —[(xs — x4)/(A - v)] sin ¢
(4.113) 0T/ dyls = —[(ys — yo)/(A - vy)]sin
aT/dz|, = cos d/v;



5. Generalized Inversion and
Nonlinear Optimization

Many scientific problems involve estimating parameters from nonlinear
models or solving nonlinear differential equations that describe the physi-
cal processes. In the previous chapter, the problem of finding the
minimum-time ray path between the earthquake source and a receiving
station involves solving a set of first-order differential equations. These
equations are approximated by a set of nonlinear algebraic equations,
which are then solved by an iterative procedure involving the solution of a
set of linear equations. In the next chapter, calculation of earthquake
hypocenters will be treated as a nonlinear optimization problem which
also involves solving a set of linear equations. Therefore, solving linear
equations is frequently required in microearthquake research as it is for
other sciences. In fact, 75% of scientific problems deal with solving a set
of m simultaneous linear equations for n unknowns, as estimated by
Dahlquist and Bjorck (1974, p. 137).

In solving linear equations, it is convenient to use matrix notation as
commonly developed in linear algebra or matrix calculus. Readers are
assumed to be familiar with vectors and matrices and their properties.
Among numerous texts on these topics, we recommend the following:
Lanczos (1956, 1961), Noble (1969), G. W. Stewart (1973), and Strang
(1976). In general, components of a matrix can be either real or complex
numbers. However, in most microearthquake applications, we deal with
real numbers. Hence, we will be concerned here only with real matrices.

In matrix notation, the problem of solving a set of linear equations may
be written as

(5.1 Ax =Db

where A is a real matrix of m rows by n columns, x is an #-dimensional
vector, and b is an m-dimensional vector. Our problem is to solve for the

105
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unknown vector x, given a model matrix A and a set of observations b.
One is very tempted to write down

(5.2) x=A"Db

where A7! denotes the inverse of A, and hand the problem to a pro-
grammer to solve by a computer. In due time, the programmer brings
back the answers and everyone lives happily thereafter. However, it may
happen that the scientist is very cautious and notices that a certain un-
known that from experience should be positive turns out to be negative as
given by the computer. But the programmer assures the scientist that he
has used the best matrix inversion subroutine in the computer program
library and has checked the program very carefully. The scientist may be
at a loss about what to do next. He may look up his old high-school notes
on Cramer’s rule, sit down to program the problem himself, and discover
many surprises. Alternatively, he may consult his colleagues in computer
science, and take advantage of recent techniques in computational math-
ematics to solve his problem.

In order to help the reader become better acquainted with some recent
advances in computational mathematics, we briefly review the mathemat-
ical, physical, and computational aspects of the inversion problem in the
first part of this chapter. In the second part, we briefly discuss nonlinear
optimization problems that arise in scientific research and how to reduce
these problems to solving linear equations. The material in this chapter
includes some fundamental mathematical tools for analyzing scientific
data. We recognize that such material is not normally expected to be given
in a work such as this one. However, by presenting these mathematical
tools, some methods for analyzing microearthquake data may be devel-
oped more systematically.

Throughout this chapter, we will refer to many publications treating the
inversion problem from the mathematical point of view. There are also
numerous papers presenting the inversion problem from the geophysical
point of view. Readers may refer, for example, to Backus and Gilbert
(1967, 1968, 1970), Jackson (1972), Wiggins (1972), Jupp and Vozoff
(1975), Parker (1977), and Aki and Richards (1980).

5.1. Mathematical Treatment of Linear Systems

If one is asked to solve a set of linear equations in the form of Ax = b, it
1s reasonable to expect that there be as many equations as unknowns. If
there are fewer equations than unknowns, we know right away that we are
in trouble. If there are more equations than unknowns, we may transform
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the overdetermined set of equations into an even-determined one by the
least-squares method. Thus on the surface, one may think that» equations
are sufficient to determine » unknowns. Unfortunately, this is not always
true, as illustrated by the following example:

X+ xg + x5 =1, X; — Xy + X3 =3
(5.3)
2x; + 2xp + 2x3 = 2

These three equations are not sufficient to determine the three unknowns
because there are actually only two equations, the third equation being a
mere repetition of the first. Readers may notice that the determinant for
the system of equations in Eq. (5.3) is zero, and hence the system is
singular and no inverse exists. However, the solvability of a linear system
depends on more than the value of the determinant. For example, a small
value for a determinant does not mean that the system is difficult to solve.
Let us consider the following system, in which the off-diagonal elements
of the matrix are zero:

10! % a
10_1 X2 1
(5.4) . . =
\ 107 X100 1

The determinant is 107'%, which is very small indeed. But the solution is
simple, i.e., x; = X, = - - - = X359 = 10. On the other hand, a reasonable
determinant does not mean that the solution is stable. For example,

2.0 4.0 X3 2.0
5 G o) () ()
3.8 8.1 Xg 3.8
leads to a simple solution of x = ({). and the determinant is 1. However, if

we perturb the right-hand side to b = (3:). the solution becomes x = (_§:5}).
In other words, if b, is changed by 59, the solution is entirely different.

5.1.1. Analysis of an Even-Determined System

The preceding discussion clearly demonstrates that solving n linear
equations for n unknowns is not straightforward, because we need to
know some critical properties of the matrix A. We now present an analysis
of the properties of A, and our treatment here closely follows Lanczos
(1956, pp. 52-79). We first write Eq. (5.1) in reversed sequence as

(5.6) b = Ax
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Geometrically, we may consider both b and x as n-dimensional vectors in
an even-determined system. Equation (5.6) says that multiplication of a
vector x by the matrix A generates a new vector b, which can be thought
of as a transformation of the original vector x. Let us investigate the case
where the new vector b happens to have the same direction as the original
vector x. In this case, b is simply proportional to x and we have the
condition

(5.7) AX = Ax
Equation (5.7) is really a set of n homogeneous linear equations, i.e., (A —
Al) x = 0, where I is an identity matrix. It will have a nontrivial solution
only if the determinant of the system is zero, i.e.,
/411 — A /312 e /41n

AZI A22 - >\ T A2n
(5.8) . . . . =0

Anl Anz e Ann - A

This determinant is a polynomial of order » in A, and thus Eq. (5.8)
leads to the characteristic equation

(5.9) AN+ N+ A"+ -+ =0

In order for A to satisfy this algebraic equation, A must be one of its roots.
Since an nth order algebraic equation has exactly n roots, there are
exactly n values of A, called the eigenvalues of the matrix A, for which Eq.
(5.7) is solvable. We assume that these eigenvalues are distinct (see Wil-
kinson, 1965, for the general case), and write them as

(5.10) A= A Age ey Ag

To every possible A = A;, a solution of Eq. (5.7) can be found. We may
tabulate these solutions as follows

A=A x = (X", x, oL, D)7

A = A x = (@, x@®, ..., )T
(5.1

A=A x = (X, X0, L., Xt

where the superscript (/) denotes the solution corresponding to A;, and the
superscript T denotes the transpose of a vector or a matrix. These solu-
tions represent n distinct vectors of the n-dimensional space, and they are



5.1. Mathematical Treatment of Linear Systems 109

called the eigenvectors of the matrix A. We may denote them by uy, u,,

., Un, Where
u, = (0, 0, L, )T
u, = (X2, x@, ..., Xy
(5.12)
u, = (xtln‘)’ x(2m~ L x(nn))’l‘
Because Eq. (5.7) is valid for each A = A\;, j =1, ..., n, we have
(513) Allj=)\jllj, j= l,....,n

In order to write these n equations in matrix notation, we introduce the
following definitions:

A

(5.14) A=

. |
(5.15 U= (ul u, ... u,,)

In other words, A is a diagonal matrix with the eigenvalues of matrix A as
diagonal elements, and U is an n X n matrix with the eigenvectors of
matrix A as columns. Equation (5.13) now becomes

(5.16) AU = UA

Let us carry out a similar analysis for the transposed matrix AT whose
elements are defined by

(5.17) AT, = Ay

Because any square matrix and its transpose have the same determinant,
both matrix A and its transpose AT satisfy the same characteristic equa-
tion (5.9). Consequently, the eigenvalues of AT are identical with the
eigenvalues of A. If we let vy, v,, . . . , v, denote the eigenvectors of AT
and define

s V(o)
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then the eigenvalue problem for AT becomes

(5.19) ATV = VA

Let us take the transpose on both sides of Eq. (5.19)

(5.20) VTA = AVT

and let us postmultiply this equation by U

(5.21) VTAU = AVTU

On the other hand, let us premultiply both sides of Eq. (5.16) by VT
(5.22) VTAU = VTUA

Because the left-hand sides of Eq. (5.21) and Eq. (5.22) are equal, we
obtain

(5.23) AVTU = VTUA

Let us denote the product VTU by W, whose elements are W;; and write
out Eq. (5.23)

0 0\1 - )\2)W12 ()\1 - )\n)Wln
()\2 - )\1)W21 0 ()\2 - }\n) W2n
(5.24) . . . . =0
‘(}\n - }\I)Wnl (}\n - )\2)Wn2 cee 0

If it is assumed that the eigenvalues are distinct, we obtain W;; = 0 for
i # j. This proves that VT and U are orthogonal. Since the length of
eigenvectors is arbitrary, we may choose VTU = I, where I is the identity
matrix. Thus, we have

(5250 V'=U", V=D U= (V)" UT= V!

We are now in a position to derive the fundamental decomposition
theorem. If we postmultiply Eq. (5.16) by VT, we have

(5.26) AUVT = UAVT
In view of Eq. (5.25), UVT =1, so that
(5.27) A = UAVT

Equation (5.27) shows that any n X n matrix A with distinct eigenvalues is
obtainable by multiplying three matrices together, namely, the matrix U
with the eigenvectors of A as columns, the diagonal matrix A with the
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eigenvalues of A as diagonal elements, and the matrix VT. The columns of
matrix V are the eigenvectors of AT,

The solution of the eigenvalue problem Ax = Ax also solves the matrix
inversion problem when A is nonsingular. If we premultiply Eq. (5.7) by
A~!, the inverse of A, we obtain

(5.28) X = A7
or
(5.29) A7l = A7

Equation (5.29) is just the eigenvalue problem of A~'. This means that
both matrix A and its inverse A~! have the same eigenvectors, but their
eigenvalues are reciprocal to each other. Applying the fundamental de-
composition theorem [Eq. (5.27)], we obtain

(5.30) ATt =UATVT

Hence if we decompose A, its inverse can be easily found. We also see
that if one of the eigenvalues of A, say A;, is zero, we cannot compute A;!
and consequently A~! does not exist.

The preceding analysis offers some insight into the solvability of an
even-determined system of linear equations. But have we really solved
our problem? Calculation of eigenvalues requires finding the roots of an
nth order algebraic equation. These roots, or eigenvalues, are in general
complex and difficult to determine. Fortunately, the eigenvalues of a
symmetric matrix are real, and this fact can be exploited not only for
solving a general nonsymmetric matrix, but also for solving the general
nonsquare matrix as well.

5.1.2. Analysis of an Underdetermined System

There are usually an infinity of solutions for an underdetermined sys-
tem, that is, one in which the number of unknowns exceeds the number of
equations. However, we must be aware that there may be no solution at
all for some underdetermined systems. For instance, the following system
of two equations for three unknowns:

(5.31) X; — Xy +xg =1, 2, — 2xg + 2x3 =3

has no solution because the second equation contradicts the first one.
The high degree of nonuniqueness of solutions in an underdetermined
system has been exploited in geophysical applications in a series of papers
by Backus and Gilbert (1967, 1968, 1970). Since then it has been popular
to model any property of the earth as an infinite continuum, i.e., the
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number of unknowns is infinite. But because geophysical data are limited,
the number of observations is finite. In other words, we write a finite
number of equations corresponding to our observations, but our unknown
vector x is of infinite dimension. In order to obtain a unique answer, the
solution chosen is the one which maximizes or minimizes a subsidiary
integral. In actual practice, we minimize a sum of squares to produce a
smooth solution. A typical mathematical formulation may look like

A b)
(5.32) x =~ | —]
(&) (0/

where the top block A represents the underdetermined constraint equa-
tions with the observed data vector b, the vector x contains the unknowns,
and the bottom block is a band matrix which specifies that some filtered
version of x should vanish. As pointed out by Claerbout (1976, p. 120), the
choice of a filter is highly subjective, and the solution is often very sensi-
tive to the filter chosen. The Backus—Gilbert inversion is intended for
analysis of systems in which the unknowns are functions, i.e., they are
infinite-dimensional, as opposed to, say, hypocenter parameters in the
earthquake location problem, which are four-dimensional. For an applica-
tion of the Backus—Gilbert inversion to travel time data, readers may
refer, for example, to Chou and Booker (1979).

5.1.3. Analysis of an Overdetermined System

Most scientists are modest in their data modeling and would have more
observations than unknowns in their model. On the surface it may seem
very safe, and one should not expect difficulties in obtaining a reasonable
solution for an overdetermined system. However, an overdetermined sys-
tem may in fact be underdetermined because some of the equations may
be superfluous and do not add anything new to the system. For example, if
we use only first P-arrivals to locate an earthquake which is considerably
outside a microearthquake network, the problem is underdetermined no
matter how many observations we have. In other words, in many physical
situations we do not have sufficient information to solve our problem
uniquely. Unfortunately, many scientists overlook this difficulty. There-
fore, it is instructive to quote the general principle given by Lanczos
(1961, p. 132) that ‘‘a lack of information cannot be remedied by any
mathematical trickery.”’

Usually a given overdetermined system is mathematically incompati-
ble, i.e., some equations are contradictory because of errors in the obser-
vations. This means that we cannot make all the components of the re-
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sidual vector r = Ax — b equal to zero. In the least squares method we
seek a solution in which |r|? is minimized, where |r|| denotes the Eucli-
dean length of r. In matrix notation, we write |r|? as (see Draper and
Smith, 1966, p. 58)

(5.33) |l = (Ax — b)T(Ax — b) = xTATAx — 2x"ATb + bTb

To minimize |[r|?, partial differentiate Eq. (5.33) with respect to each com-
ponent of x and equate each result to zero. The resulting set of n equations
may be rearranged into matrix form as

(5.34) 2ATAx — 2ATb =0
or
(5.35) ATAx = ATb

Equation (5.35) is called the system of normal equations and is an even-
determined system. Furthermore, the matrix ATA is always symmetric,
and its eigenvalues are not only real but nonnegative. By applying the
least squares method, we not only get rid of the incompatibility of the
original equations, but also have a much nicer and smaller set of equations
to solve. For these reasons, scientists tend to use exclusively the least
squares approach for their problems. Unfortunately, there are two serious
drawbacks. In solving the normal equations by a computer, one needs
twice the computational precision of the original equations. By forming
ATA and ATb, one also destroys certain information in the original system:.
We shall discuss these drawbacks later.

5.1.4. Analysis of an Arbitrary System

Since the determinant is defined only for a square matrix, we cannot
carry out an eigenvalue analysis for a general nonsquare matrix. How-
ever, Lanczos (1961) has shown an interesting approach to analyze an
arbitrary system. The fundamental problem to solve is

(5.36) Ax=Db

where the matrix A is m X n,i.e., A has mrows and n columns. Equation
(5.36) says that A transforms a vector x of n components into a vector b of
m components. Therefore matrix A is associated with two spaces: one of
m dimensions and the other of » dimensions. Let us enlarge Eq. (5.36) by
considering also the adjoint system

where the matrix AT is n X m, y is an m-dimensional vector, and c¢ is an
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n-dimensional vector. We now combine Eq. (5.36) and Eq. (5.37) as fol-
lows:

(5.38) (H‘?) (%)z(%)

Now, this combined system has a symmetric matrix, and one can proceed
to perform an eigenvalue analysis like that described before (for details,
see Lanczos, 1961, pp. 115-123). Finally, one arrives at a decomposition
theorem similar to Eq. (5.27) for a real m X n matrix A with m = n

(5.39) A = USVT
where
(5.40) UTU = 1, Vv =1,
and

gy

o)
(5.41) S =
Tn
B

The m X m matrix U consists of m orthonormalized eigenvectors of AAT,
and the n X n matrix V consists of n orthonormalized eigenvectors of ATA.
Matrices I,, and I, are m X m and n X n identity matrices, respectively.
The matrix S is an m X n diagonal matrix with off-diagonal elements S;; =
0 for i # j, and diagonal elements S;; = o;, where o, i = 1,2, ..., nare
the nonnegative square roots of the eigenvalues of ATA. These diagonal
elements are called singular values and are arranged in Eq. (5.41) such
that

(5-42) T =T =+ 20, =0

The above decomposition 1s known as singular value decomposition
(SVD). It was proved by J. J. Sylvester in 1889 for square real matrices
and by Eckart and Young (1939) for general matrices. Most modern texts
on matrices (e.g., Ben-Israel and Greville, 1974, pp. 242-251; Forsythe
and Moler, 1967, pp. 5-11; G. W. Stewart, 1973, pp. 317-326) give a
derivation of the singular value decomposition. The form we give here
follows that given by Forsythe er al. (1977, p. 203). Lanczos (1961, pp.
120-123) did not introduce the singular values explicitly, but used the term
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eigenvalues rather loosely. Consequently, some works of geophysicists
who use Lanczos’ notation may be confusing to readers. Strictly speak-
ing, eigenvalues and eigenvectors are not defined for anm X n rectangular
matrix because eigenvalue analysis can be performed only for a square
matrix.

3.2. Physical Consideration of Inverse Problems

In the previous section, we considered the model matrix A and the data
vector b in the problem Ax = b to be exact. In actual applications, how-
ever, our model A is usually an approximation, and our data contain
errors and have no more than a few significant figures. Consequently, we
should write our problem as

(5.43) (A= AA)x =b = Ab

where AA and Ab denote uncertainties in A and b, respectively. In this
section we investigate what constitutes a good solution, realizing that
there are uncertainties in both our model and data. The treatment here
follows an approach given by Jackson (1972).

Our task is to find a good estimate to the solution of the problem

(5.44) Ax = b

where A is an m X nmatrix. Let us denote such an estimate by X; X may be
defined formally with the help of a matrix H of dimensions n X m operat-
ing on both sides of Eq. (5.44)

(5.49) x = Hb = HAx
The matrix H will be a good inverse if it satisfies the following criteria:

(1) AH = I, where I is anm x m identity matrix. This is a measure of
how well the model fits the data, because b = Ax = A(Hb) = (AH)b
= b, if AH = L.

(2) HA =1, where Lis an n X nidentity matrix. This is a measure of
uniqueness of the solution, because x = x, if HA = L.

(3) The uncertainties in x are not too large, i.e., the variance of X is
small. For statistically independent data, the variance of the kth
component of X is given by

(5.46) var(x;) = O, H}; var(b))
i=1

where H,; is the (k, i)-element of H, and b; is the ith component
of b.
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Because of uncertainties in our model and data, an exact solution to Eq.
(5.44) may never be obtainable. Furthermore, there may be many solu-
tions satisfying Ax = b. By Eq. (5.45), our estimate X is related to the true
solution by the product HA. Let us call this product the resolution matrix
R, i.e.,

(5.47) R = HA
and hence Eq. (5.45) becomes
(5.48) x = Rx

This equation tells us that the matrix R maps the entire set of solutions x
into a single vector X. Any component of vector x, say X, is the product of
the kth row of matrix R with any vector x that satisfies Ax = b. Therefore,
R is a matrix whose rows are ‘‘windows’’ through which we may view the
general solution x and obtain a definite result. If R is an identity matrix,
each component of vector x is perfectly resolved and our solution X is
unique. If R is a near diagonal matrix, each component, say X, is a
weighted sum of components of x with subscripts near A. Hence, the
degree to which R approximates the identity matrix is a measure of the
resolution obtainable from the data.

In a similar manner, we may call the product AH the information den-
sity matrix D (Wiggins, 1972), i.e.,

(5.49) D = AH

It is a measure of the independence of the data. The theoretical datab that
satisfies exactly our solution X is given by

(5.50) b= Ax = AHb = Db

In actual applications, the criteria (1), (2), and (3) mentioned previously
are not equally important and may be weighted for a specific problem. For
example, there is a trade-off between resolution and variance.

5.3. Computational Aspects of Solving Inverse Problems

There are many ways to solve the problem Ax = b. For example, one
learns Cramer’s rule and Gaussian elimination in high school. We also
know that by applying the least squares method, we can reduce any over-
or underdetermined system of equations to an even-determined one. With
digital computers generally available, one wonders why the machines
cannot simply grind out the answers and let the scientists write up the
results. Unfortunately, this point of view has led many scientists astray.
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As pointed out by Hamming (1962, front page), ‘‘the purpose of comput-
ing is insight, not numbers.”’

Using computers blindly would not lead us anywhere. Suppose we wish
to solve a system of 20 linear equations. Although it is possible to program
Cramer’s rule to do the job on a modern computer, it would take at least
300 million years to grind out the solution (Forsythe et al., 1977, p. 30). On
the other hand, using Gaussian elimination would take less than 1 sec on a
modern computer. However, if the matrix were ill-conditioned, Gaussian
elimination would not give us a meaningful answer. Worse yet, we might
not be aware of this.

In this section, we first review briefly the nature of computer computa-
tions. We then summarize some computational aspects of generalized in-
version.

5.3.1. Nature of Computer Computations

Although we are accustomed to real numbers in mathematical analysis,
it is impossible to represent all real numbers in computers of finite word
length. Thus, arithmetic operations on real numbers can only be approxi-
mated in computer computations. Nearly all computers use floating-point
numbers to approximate real numbers. A set of floating-point numbers is
characterized by four parameters: the number base 3, the precision 7, and
the exponent range [ p;, p.] (see, e.g., Forsythe er al., 1977, p. 10). Each
floating-point number x has the value

(5.51) x=*(d/B +dy/B* + -+ - + d/BYB?

where the integers d;, . . ., dysatisfy0=d,=B-1(=1,...,0n),
and the integer p has the range: p; =< p = p,.

In using a computer, it is important to know the relative accuracy of the
arithmetic (which is estimated by 8'~ and the upper and lower bounds of
floating-point numbers (which are given approximately by 8?? and B,
respectively). For example, the single precision floating-point numbers for
IBM computers are specified by 8 = 16, t = 6, p, = —65, and p, = 63.
Thus, the relative accuracy is about 10°%, the lower bound is about 107,
and the upper bound is about 10”. The IBM double precision floating-
point numbers have ¢ = 14, so that the relative accuracy is about 2 X
107'%, but they have the same exponent range as their single-precision
counterparts.

The set of floating-point numbers in any computer is not a continuum,
or even an infinite set. Thus, it is not possible to represent the continuum
of real numbers in any detail. Consequently, arithmetic operations (such
as addition, subtraction, multiplication, and division) on floating-point
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numbers in computers rarely correspond to those on real numbers. Since
floating-point numbers have a finite number of digits, roundoff error oc-
curs in representing any number that has more significant digits than the
computer can hold. An arithmetic operation on floating-point numbers
may introduce roundoff error and can result in underflow or overflow
error. For example, if we multiply two floating-point numbers x and y,
each of ¢ significant digits, the product is either 2¢ or (2¢ — 1) significant
digits, and the computer must round off the product to ¢ significant digits.
If x and y has exponents of pand p,, it may cause an overflow if (p, + p,)
exceeds the upper exponent range allowed, and may cause an underflow if
(px + py) is smaller than the lower exponent range allowed.

An effective way to minimize roundoff errors is to use double precision
floating-point numbers and operations whenever in doubt. Unfortunately,
the exponent range for single precision and double precision floating-point
numbers for most computers is the same, and one must be careful in
handling overflow and underflow errors. In addition, there are many other
pitfalls in computer computations. Readers are referred to textbooks on
computer science, such as Dahlquist and Bjorck (1974) and Forsythe er al.
(1977), for details.

5.3.2. Computational Aspects of Generalized Inversion

The purpose of generalized inversion is to help us understand the nature
of the problem Ax = b better. We are interested in getting not only a
solution to the problem Ax = b, but also answers to the following ques-
tions: (1) Do we have sufficient information to solve the problem? (2) Is
the solution unique? (3) Will the solution change a lot for small errors in b
and/or A? (4) How important is each individual observation to our solu-
tion?

In Section 5.2 we solved our problem Ax = b by seeking a matrix H
which serves as an inverse and satisfies certain criteria. The singular value
decomposition described in Section 5.1 permits us to construct this in-
verse quite easily. Let A be a real m X n matrix. The n X m matrix H is
said to be the Moore-Penrose generalized inverse of A if H satisfies the
following conditions (Ben-Israel and Greville, 1974, p. 7):

AHA =A, HAH=H, (AH)"= AH
(HA)T = HA

(5.52)

The unique solution of this generalized inverse of A is commonly denoted
as A'. It can be verified that if we perform singular value decomposition
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on A [see Egs. (5.39)—(5.41)], i.e.,
(5.53) A = USVT
then by the properties of orthogonal matrices,
(5.59) A = VSUT

where S* is an #n X m matrix,

o |
| |
. 02 I
(5.55) S = . | 0
. I
A
O'nl
andfori=1,..., n,
. 1/o; for o;>0
(5.56) o; =
0 for a; = 0

It is straightforward to find the resolution matrix R and the information
density matrix D. Since R = HA = A A, we have

(5.57a) R = VS'UTUSVT = VS'SVT
because UTU = I by Eq. (5.40). Let us consider the overdetermined case
where m > n. If the rank of matrix A is r (r =< n), then there are r nonzero

singular values. If we denote the r X ridentity matrix by I,, then by Egs.
(5.41) and (5.595),

I, 0\ }r
(5.57b) S'S = <—+'>
0 0 } n—r

— —
r n —r

Hence,

(5.57¢) R=V,VI

where V., is the first r columns of V corresponding to the r nonzero singu-
lar values. Similarly, from D = AH = AA’, we have

(5.57d) D = USYVTVS'UT = U, UT
where U, is the m X r submatrix of U corresponding to the r nonzero

singular values.
The resulting estimate of the solution
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(5.58) Xx=ADb

is always unique. If matrix A is of full rank (i.e., » = n), thenR =I,and D
= I,,. Thus, X corresponds to the usual least squares solution. If matrix A
is rank deficient (i.e., r < n), then there is no unique solution to the least
squares problem. In this case, we must choose a solution by some criteria.
A simple criterion is that the solution x has the least vector length, and Eq.
(5.58) satisfies this requirement. Finally, we introduce the unscaled
covartance matrix C (Lawson and Hanson, 1974, pp. 67-68)

(5.59) C = V(§)2VT

The Moore-Penrose generalized inverse is one of many generalized
inverses (Ben-Israel and Greville, 1974). In other words, there are other
choices for the matrix H, which can serve as an inverse, and thus one can
obtain different approximate solutions to the problem Ax = b. For exam-
ple, in the method of damped least squares (or ridge regression), the
matrix H is chosen to be

(5.60a) H = VFS'UT
In this equation, F is an n X ndiagonal filter matrix whose components are
(5.60b) F; = o?/(0} + 6°) for i=1,2,...,n

where 6 i1s an adjustable parameter usually much less than the largest
singular value o;.

The effect of this H as the inverse is to produce an estimate X whose
components along the singular vectors corresponding to small singular
values are damped in comparison with their values obtained from the
Moore—Penrose generalized inverse solution. This X can be shown (Law-
son and Hanson, 1974) to solve the problem

(5.60¢) minimize {|Ax — bjF + 62|}

and thus represents a compromise between fitting the data and limiting the
size of the solution. Such an idea is also used in the context of nonlinear
least squares where it is known as the Levenberg—Marquardt method (see
Section 5.4.3).

Unlike the ordinary inverse, the Moore-Penrose generalized inverse
always exists, even when the matrix is singular. In constructing this gen-
eralized inverse, we are careful to handle the zero singular values. In Eq.
(5.56), we define o} = 1/0; only for o; > 0, and o} = 0, for o; = 0. This
avoids the problem of the ordinary inverse, where o;! = 1/0;. Further-
more, singular values give insight to the rank and condition of a matrix.

The usual definition of rank of a matrix is the maximum number of
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independent columns. Such a definition is very difficult to apply in prac-
tice for a general matrix. However, if the matrix is triangular, the rank is
simply the number of nonzero diagonal elements. Since an orthogonal
transformation, such as that in the singular value decomposition, does not
affect the rank, we see right away that the rank of A is equal to the rank of
S in its singular value decomposition. Hence a practical definition of the
rank of a matrix is the number of its nonzero singular values. Because of
finite precision in any computer, it may be difficult to distinguish a small
singular value and a zero one. Therefore, we define the effective rank as
the number of singular values greater than some prescribed tolerance
which reflects the accuracy of the machine and the data.

Reducing the rank of a matrix has the effect of improving the variance
of the solution. In Eq. (5.59), the singular value o; enters into the
covariance matrix as 1/o%. Therefore, if o; is small, the covariance, and
hence the variance will be large. By discarding small singular values, we
decrease the variance. However, we pay the price of poorer resolution.
For a full-rank matrix, the resolution matrix R is simply the identity matrix
and we have full resolution. Decreasing the rank makes R further away
from being an identify matrix.

Since our model and data have uncertainties, we have to consider the
condition number of the matrix A. In practice, we are not solving Ax = b,
but Ax = b = Ab, assuming A to be exact at this moment. It can be shown
(Forsythe et al., 1977, pp. 41-43) that the error Ax in x resulting from the
error Ab in b is given by

(5.61) laxil/l[xll = v{llab]/[bl]

where v is the condition number of A, and |- || denotes the vector norm.
Forsythe et al. (1977, pp. 205-206) also show that we can define the
condition number of A by

(562) Y = Umax/o'min

i.e., v is the ratio of the largest and smallest singular values of A. We see
from Eq. (5.61) that the condition number 7y is an upper bound in magnify-
ing the relative error in our observations. In microearthquake studies, the
relative error in observations is about 102, Therefore, if v is 103, then the
error in our solution may be comparable to the solution itself,

In conclusion, the singular value decomposition (SVD) approach to
generalized inversion offers a powerful analysis of our problem. Numeri-
cal computation of SVD has been worked out by Golub and Reinsch
(1970), and a SVD subroutine is generally available as a library subroutine
in most computer centers. Although SVD analysis requires more compu-
tational time than, say, solving the normal equations by the Cholesky
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method, it is well worth it. In actual count of multiplicative operations,
SVD requires 2mn® + 4n®, whereas the normal equations approach re-
quires mn*/2 + n?/6 (Van Loan, 1976, p. 8). For example, if one solves
1000 equations for 300 unknowns, SVD analysis will take about six times
longer on a computer than the normal equations approach.

However, let us point out two major drawbacks of the normal equations
approach. First, the condition number of the normal equations matrix is
the square of that of the original matrix. Thus, we need to double the
floating-point precision ¢ (see Section 5.3.1) in forming and solving the
normal equations to avoid roundoff errors in computing. Second, the nor-
mal equations approach does not allow us to compute the information
density matrix.

5.4. Nonlinear Optimization

An equation, f(x;, X3, . . . , X,), is said to be linear in a set of indepen-
dent variables, xq, X3, . . . , Xy, if it has the form
(563) f(xl, Xoy o v o x,,)
n
= dy + E a;X;
i=1
where the coefficients ao and a;(i = 1, 2, . . ., n) are not functions of x;.

Any equation that is not linear is called a nonlinear equation (Bard, 1974,
p- 5). The discussion we have had so far in this chapter concerns gener-
alized inversion of linear problems, i.e., we attempted to solve a set of
linear equations. If the number of equations exceeds the number of un-
knowns, we may use the least-squares method and we have a linear least-
squares problem.

In actual practice, we often have to solve nonlinear equations because
many physical problems can not be described adequately by linear mod-
els. For example, the travel time between two points in nearly all media
(including the simplest case of constant velocity) is a nonlinear function of
the spatial coordinates. Thus locating earthquakes in a microearthquake
network is usually formulated as a nonlinear least squares problem. The
sum of the squares of residuals between the observed and the calculated
arrival times for a set of stations is to be minimized. This leads directly
into the problem of nonlinear optimization.

Since methods of nonlinear optimization have many scientific applica-
tions, they have been extensively treated in the literature (e.g., Murray,
1972; Luenberger, 1973; Adby and Dempster, 1974; Wolfe, 1978; R.
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Fletcher, 1980; Gillet al., 1981). Unfortunately, no single method has been
found to solve all problems effectively. The subject is being actively pur-
sued by scientists in many disciplines. In this section, we briefly describe
some elementary aspects of nonlinear optimization.

5.4.1. Problem Definition

The basic mathematical problem in optimization is to minimize a scalar

quantity ¥ which is the value of a function F(xy, X5, . . . , x,) of n indepen-
dent variables. These independent variables, x;, X, . .. , X,, must be
adjusted to obtain the minimum required, i.e.,

(5.64) minimize {y = Flxy, x5, . . ., Xp)}

The function Fis referred to as the objective function because its value s
is the quantity to be minimized.

It is useful to consider the n independent variables, x;, X5, . . ., X, as a
vector in n-dimensional Euclidean space,
(5.65) X = (Xg, X o v 0 XR)T

where the superscript T denotes the transpose of a vector or a matrix.
During the optimization process, the coordinates of x will take on succes-
sive values as adjustments are made. Each set of adjustments to x is
termed an iteration, and a number of iterations are generally required
before a minimum is reached. In order to start an iterative procedure, an
initial estimate of x must be given. After K iterations, we denote the value
of Y by Yy, and the value of x by x,. Changes in the value of x between
two successive iterations are just the adjustments applied. These adjust-
ments may also be thought of as components of an adjustment vector,

(5.66) OXx = (Oxy, Oxy, . .., OX,)T

The goal of optimization is to find after X iterations a x, that gives a
minimum value Y, of the objective function F. A point x, is called a
global minimum if it gives the lowest possible value of F. In general, a
global minimum need not be unique; and in practice, it is very difficult to
tell if a global minimum has been reached by an iterative procedure. We
may only claim that a minimum within a local area of search has been
obtained. Even such a local minimum may not be unique locally.

Methods in optimization may be divided into three classes: (1) search
methods which use function evaluation only; (2) methods which in addi-
tion require gradient information or first derivatives; and (3) methods
which require function, gradient, and second-derivative information. The
appeal of each class depends on the particular problem and the available
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information about derivatives. In general, the optimization problem can
be solved more effectively if more information about derivatives is pro-
vided. However, this must be traded off against the extra computing
needed to compute the derivatives. Search methods usually are not effec-
tive when the function to be optimized has more than one independent
variable. Methods in the third class are modifications of the classical
Newton-Raphson (or Newton) method. Methods in the second and third
classes may be referred to as derivative methods, and are discussed next.

5.4.2. Derivative Methods

These methods for optimization are based on the Taylor expansion of
the objective function. For a function of one variable, f(x), which is differ-
entiable at least 7 times in an interval contamlng points (x) and (x + x),
we may expand f(x + 8x) in terms of f(x) as given by Courant and John
(1965, p. 446) as

df(x b 1 d*(x)

+“'+n! dx"

(5.67) f(x + &x) = flx) + (8x)"

For a function of n variables, F(x), where x is given by Eq. (5.65), we may
generalize this procedure (Courant and John, 1974, pp. 68-70) and write

(5.68) F(x +8x)=F(x) + g"éx + 46xTH &x + - - -
where g7 is the transpose of the gradient vector g and is given by
(5.69) g?T = VF(x) = (0F /0x,, OF [0 x,, . . ., OF /0xy)
and H is the Hessian matrix given by

9*F 0*F o 0*F

0x3 dx, dx, Ox; Ox,

9% F 0*F o 0*F
(5.70) H = 0x, 0X, ox3 0x, OX,

0*F O*F o 0*F

dx, 0x; 0x, 0x, ax2

In Eq. (5.68), we have neglected terms involving third- and higher-order
derivatives. The last two terms on the right-hand side of Eq. (5.68) are the
first- and the second-order scalar corrections to the function value at x
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which yields an approximation to the function value at (x + 8x). Thus we
may write

(5.71) F(x + 8x) =y + o

where 6y corresponds to the value of the scalar corrections or the change
in value of the objective function.

The simplest derivative method is the method of steepest descent in
which we use only the first-order correction term,

(5.72) o = g" 8x = [lg| | 8x cos 6

where 0 is the angle between the vectors g and 8x, and || ‘|| denotes the
vector norm or length. For any given ||g| and || 8x|, 8y depends on cos 6
and takes the maximum negative value if # = 7. Thus the maximum
reduction in ¥ is obtained by making an adjustment ox along the direction
of the negative gradient —g,
to be determined by a linear search along the d1rect10n of the negative gra-
dient for a maximum reduction in ¥. Because the local direction of the
negative gradient is generally not toward the global minimum, an iterative
procedure must be used, and convergence to a minimum point is usually
very slow.

For Newton’s method, we use both the first- and second-order correc-
tion terms, i.e.,

(5.73) oY =g" &x + 36x™H ox

_ N OF(x) 1 FF(x)
; ox; oxi + 3 2 % o, 9x; %%,

To find the condition for an extremum, we carry out partial differentia-
tion of the right-hand side of Eq. (5.73) withrespectto éx;, A =1,2,. .. .n
Assuming g and H are fixed in differentiation with respect to 8x;, we set
the results to zero and obtain

(')F(x) 82F(x) B
(5.74) +;8’6x16\k 0. k=1,2,....,n

In matrix notation and using Eqgs. (5.69) and (5.70), Eq. (5.74) becomes
(5.75) g+ Hox =0

Because Eq. (5.75) is a set of linear equations in éx;, i = 1,2, ..., n, we

may apply linear inversion and obtain an optimal adjustment vector given
by

(5.76) o = —H''g
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If the objective function is quadratic in x, the approximation used in
Newton’s method is exact, and the minimum can be reached from any x in
a single step. For more general objective functions, an iterative procedure
must be used with an initial estimate of x sufficiently near the minimum in
order for Newton’s method to converge. Since this can not be guaranteed,
modern computer codes for optimization usually include modifications to
ensure that (1) the 8x generated at each iteration is a descent or downhill
direction, and (2) an approximate minimum along this direction is found.
The general form of the iteration is 8x = —aGg, where G is a positive-
definite approximation to H™' based on second-derivative information,
and « represents the distance along the —Gg direction to step. Alterna-
tively, as iterations proceed, an approximate Hessian matrix may be built
up without computing second derivatives. This is known as the Quasi-
Newton or variable metric method. For more details on the derivative
methods and their implementations, readers may refer, for example, to R.
Fletcher (1980), and Gill et al. (1981).

5.4.3. Nonlinear Least Squares

The application of optimization techniques to model fitting by least
squares may be considered as a method for minimizing errors of fit (or
residuals) at a set of m data points where the coordinates of the kth data

point are (x)x, k = 1, 2, . .., m. The objective function for the present
problem is
(5.77) F(x) = 3 [nx)P

k=1
where ri(x) denotes the evaluation of residual r(x) at the kth data point.
We may consider ri(x), k= 1,2, ..., m, as components of a vector in an
m-dimensional Euclidean space and write
(5.78) r = (rix), rox), ..., rmx)T

Therefore, Eq. (5.77) becomes
(5.79) F(x) =r"r

To find the gradient vector g, we perform partial differentiation on Eq.
(5.77) with respect to x;, i = 1,2, ..., n, and obtain

(5.80 0F(x)/0x, = 3 2mx[or(x)/ox],  I=1.2.....n
k=1
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or in matrix form using Eq. (5.69)

where the Jacobian matrix A is defined by
8"1/ax1 ar]/a.rz e arl/axn
Ory/8xy 0Ory/0x, -« - Ory/O0xy
(5.82) A=
O/ 0x; Orp/0Xy - -+ OFy/0x,
To find the Hessian matrix H, we perform partial differentiation on Eq.
(5.80) with respect to x; assuming that re(x), kK = 1, 2, ... , m, have
continuous second partial derivatives, and obtain
PF(X) N\ Ordx) 0rgx) N\ 8*rix)
— =7 + 2 bl 2N
(5.83) dx; 0x; kE:I dx; Oy k2=1 riX) 0x; 0x;
fori=1,2,...,nandj =1,2,. . ., n. In the usual least-squares

method, we neglect the second term on the right-hand side of Eq. (5.83),
and we have in matrix notation using Eq. (5.70)

(5.84) H = 2ATA

This approximation to H requires only the first derivatives of the residu-
als. Now, we can apply Newton’s method and find an optimal adjustment
vector. Substituting Eqgs. (5.81) and (5.84) into Eq. (5.76), we have

(5.85) ox = —[ATA|7'ATr

and the resulting iterative procedure is known as the Gauss—Newton
method.

In actual applications, the Gauss—Newton method may fail for a wide
variety of reasons. For example, if the initial estimate of x to start the
iterative procedure is not near the minimum, then the quadratic approxi-
mation used in Eq. (5.73) may not be valid. Although we have reduced a
nonlinear problem to solving a set of linear equations, we may still en-
counter many difficulties in linear inversion as discussed previously.
Many strategies have been proposed to improve the Gauss—Newton
method. For example, Levenberg (1944) suggested that Eq. (5.85) be re-
placed by

(5.86) 8x = —[ATA + I]7'ATr

where 1 is an identity matrix, and # may be adjusted to control the itera-
tion step size. If § — =, 8x tends to A™r/6* which is an adjustment in the
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steepest descent direction. If # — 0, 8x is the Gauss—Newton adjustment
vector. The idea is to guarantee a decrease in the sum of squares of the
residuals via steepest descent when x is far from the minimum, and to
switch to the rapid convergence of Newton’s method as the minimum is
approached. Marquardt (1963) improved upon Levenberg’'s idea by devis-
ing a simple scheme for choosing 6 at each iteration. The Levenberg—
Marquardt method is also known as the damped least squares method and
has been widely used.

In the last two decades, numerous papers have been written on non-
linear least squares. Readers may consult, for example, Chambers (1977),
Gill and Murray (1978), Dennis et al. (1979), R. Fletcher (1980), and Gill et
al. (1981) for more detailed information.



6. Methods of Data Analysis

After a microearthquake network is in operation, the first problem fac-
ing the seismologist is to determine the basic parameters of the recorded
earthquakes, such as origin time, hypocenter location, magnitude, fault-
plane solution, etc. In Chapter 3 we discussed various techniques of pro-
cessing seismic data to obtain arrival times, first motions, amplitudes and
periods, and signal durations. To determine origin time and hypocenter
location, we need the coordinates of the network stations, a realistic
velocity structure model that characterizes the network area, and at least
four arrival times to the network stations. The principal arrival time data
from a microearthquake network are first P-arrival times. Arrival times of
later phases are usually difficult to determine because most microearth-
quake networks consist mainly of vertical-component seismometers and
record with a limited dynamic range and frequency bandwidth. Locating
earthquakes with P-arrivals only is not too difficult if the earthquakes
occurred inside the network. However, for earthquakes outside the net-
work, first P-arrival times may not be sufficient to determine earthquake
locations.

Difficulties in identifying later phases also limit the study of focal mech-
anism to fault-plane solutions of first P-motions. Earthquake magnitude is
usually estimated either by maximum amplitude and period or by signal
duration. In this chapter, we review the basic methods for determining
earthquake parameters and the velocity structure beneath a microearth-
quake network. Emphasis is placed on methods that utilize general-
purpose digital computers. In order to avoid some mathematical details in
this section, we have developed the necessary mathematical tools in
Chapters 4 and 5. These two chapters are a prerequisite to understand the
following material.

129
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6.1. Determination of Origin Time and Hypocenter

If an earthquake occurs at origin time f, and at hypocenter location (x,,
Yo, Zo), a set of arrival times may be obtained from a microearthquake
network. Using these data to find the origin time and hypocenter of an
earthquake is referred to as the earthquake location problem. This prob-
lem has been studied extensively in seismology (see, e.g., Byerly, 1942,
pp. 216-225; Richter, 1958, pp. 314-323. Bath, 1973, pp. 101-110;
Buland, 1976). In this section, we discuss how to solve the earthquake
location problem for microearthquake networks. We will concentrate on
a single method (i.e., Geiger’s method) because it is the technique most
commonly implemented on a general-purpose digital computer today.

Because a computer does fail occasionally, it is useful to know a few
simple techniques to determine an earthquake epicenter quickly. Origin
time and focal depth are often of secondary importance and may be esti-
mated crudely. For a dense microearthquake network, the location of the
station with the earliest first P-arrival time is a good estimate of the earth-
quake epicenter, provided that this station is not situated near the edge
of the network. If one plots the first P-arrival times on a map of the
stations, one may contour the times and place the epicenter at the point
with the earliest possible time.

If both P- and S-arrival times are available, one may use S-P intervals
to obtain a rough estimate of the epicentral distance D to the station

6.1) D= [V,V,/(V, — VJIT, - T,)

where V, is the P-wave velocity, V, the S-wave velocity, T, the S-arrival
time, and T, the P-arrival time. For a typical P-wave velocity of 6 km/sec,
and V,/V, = 1.8, the distance D in kilometers is about 7.5 times the S-P
interval measured in seconds. If three or more epicentral distances D are
available, the epicenter may be placed at the intersection of circles with
the stations as centers and the appropriate D as radii. The intersection will
seldom be a point and its areal extent gives a rough estimate of the uncer-
tainty of the epicenter location.

6.1.1. Formulation of the Earthquake Location Problem

Because the horizontal extent of a microearthquake network seldom
exceeds several hundred kilometers, curvature of the earth may be ne-
glected, and it is adequate to use a Cartesian coordinate system (x, y, 2)
for locating local earthquakes. Usually a point near the center of a given
microearthquake network is chosen as the coordinate origin. The x axis is
along the east—west direction, the y axis is along the north—south direc-
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tion, and the z axis is along the vertical direction pointing downward. Any
position on earth may be specified by latitude ¢, longitude A, and elevation
above sea level 4. If the position is between 70°N and 70°S in latitude, it
may be converted to (x, y, z) with respect to the coordinate origin at
latitude &,, longitude Ay, and elevation at sea level by a method described
by Richter (1958, pp. 701-705), as

x =60 AN — Ao, v=060-B(¢ — ¢y
z = —0.0014

(6.2)

where x, vy, and z are in kilometers, A. Aq, ¢, and ¢, are given in degrees,
and # is given in meters. Values for A and B may be derived from Wood-
ward (1929)

A =(1.8553654 + 0.0062792 sin*® + 0.0000319 sin*d)cos d

(6.3)
B = 1.8428071 + 0.0187098 sin*® + 0.0001583 sin‘d®

where @ = 3(¢ + ¢o) and is given in degrees.

In the earthquake location problem, we are concerned with a four-
dimensional space: the time coordinate 7, and the spatial coordinates x, y,
and z. A vector in this space may be written as

(6.4) X = (t.x. v, )T

where the superscript T denotes the transpose. In Chapter 5, we used x to
denote a vector in an n-dimensional Euclidean space in which the coordi-
nates are x;, X, . . . , X,. Since it is common to denote the spatial coordi-
nates by x, v, and z, we have changed our notation here. Furthermore, the
subscript k of the coordinates is now used to index the observation made
at the kth station.

To locate an earthquake using a set of arrival times 7, from stations at
positions (xg, Vi, zZx), K = 1,2, . . .. m, we must first assume an earth
model in which theoretical travel times 7, from a trial hypocenter at
position (x*, ¥*, z*) to the stations can be computed. Let us consider a
given trial origin time and hypocenter as a trial vector x* in a four-
dimensional Euclidean space

(6.5) X* = (L xRy )T

Theoretical arrival time ¢, from x* to the Ath station is the theoretical
travel time 7} plus the trial origin time *, or
(6.6) x®) = Tulx*) + 15 for k=1,2,...,m

Strictly speaking, 7, does not depend on ¢*, but we express T, as Tp(x™)
for convenience in notation.



132 6. Methods of Data Analysis

We now define the arrival time residual at the kth station, ri, as the
difference between the observed and the theoretical arrival times, or

(6.7) e x®) = 1 — Ll x*)

=7 — Telx*) — ¥ for k=1,2,...,m

Our objective is to adjust the trial vector x* such that the residuals are
minimized in some sense. Generally, the least squares approach is used in
which we minimize the sum of the squares of the residuals.

We have shown in Chapter 4 that the travel time between two end points
is usually a nonlinear function of the spatial coordinates. Thus locating
earthquakes is a problem in nonlinear optimization. In Section 5.4, we
have given a brief introduction to nonlinear optimization, and we now
make use of some of those results.

6.1.2. Derivation of Geiger’s Method

Geiger (1912) appears to be the first to apply the Gauss—Newton method
(see Section 5.4.3) in solving the earthquake location problem. Although
Geiger presented a method for determining the origin time and epicenter,
it can be easily extended to include focal depth. Using the mathematical
tools developed in Section 5.4.3, Geiger's method may be derived as
follows. The objective function for the least squares minimization [Eq.
(5.77)] as applied to the earthquake location problem is

(6.8) Fix*) = Y [ndx*)1*
k=1

where the residual r,(x*) is given by Eq. (6.7), and m is the total number of
observations. We may consider the residuals ri(x*), k= 1,2, ..., m,as
components of a vector in an m-dimensional Euclidean space and write

(6.9) r=(r(x*). nx*), .., XN
The adjustment vector [Eq. (5.66)] now becomes
(6.10) &x = (ot &x, &y, 8z)7T

In the Gauss—Newton method, a set of linear equations is solved for the
adjustment vector at each iteration step. In our case, the set of linear
equations [Eq. (5.85)] may be written as

(6.11) ATASx = —ATr
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where the Jacobian matrix A as defined by Eq. (5.82) is now
| dr, /0t Or/ox ar, /0y O0Or/0z
Orp/ 0t Ory/0x 0Ory/0y 0Ory/ 8z

or,/ 0t ory,/dx 0Or,/0y ar,,,/az,

and the partial derivatives are evaluated at the trial vector x*. Using
arrival time residuals defined by Eq. (6.7), the Jacobian matrix A becomes

1 oT,/0x OT,/dy 0T,/0z

1 oT,/ox 0T,/0y 0T,/0z
(6.13) A= —

1 0T,/0x 0T,/0y 0T,/9z] |

The minus sign on the right-hand side of Eq. (6.13) arises from the tradi-
tional definition of arrival time residuals given by Eq. (6.7). Substituting
Eq. (6.13) into Eq. (6.11), and carrying out the matrix operations, we have
a set of four simultaneous linear equations in four unknowns

(6.14) Gox =p
where

mo > a > by > ¢
Na, Yai Y ab > ac;
Sb Sab Sk S be
> ¢ ¥ aic; Y bic E c?

T
(6.16) p= (E Tk 3 Akli. Y, bires D, ckrk)

(6.15) G =

and the summation Zis fork= 1,2, ... ,m. In Eqs. (6.15) and (6.16), we
have introduced
(6.17)  ay = 0T/0xly.. by = OT/d¥]\.. ¢k = 0T,/d1,

in order to simplify writing the elements of G and p.

Equation (6.14) is usually referred to as the system of normal equations
for the earthquake location problem. Given a set of arrival times and the
ability to compute travel times and derivatives from a trial vector x*, we
may solve Eq. (6.14) for the adjustment vector 8x. We then replace x* by
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x* + &x, and repeat the same procedure until some cutoff criteria are
satisfied to stop the iteration. In other words, the nonlinear earthquake
location problem is solved by an iterative procedure involving only solu-
tions of a set of four linear equations.

Instead of solving an even-determined system of four linear equations
as given by Eq. (6.14), we may derive an equivalent overdetermined sys-
tem of m linear equations from Eq. (6.11) as

(6.18) Adx = -r

where the Jacobian matrix A is given by Eq. (6.13). Equation (6.18) is a set
of m equations written in matrix form, and by Egs. (6.9), (6.10), and
(6.13), it may be rewritten as

8t + (8Ty/0x)|y- 8x + (8T,/0v)|- 8y + (0T,/02)|\ 8z
(6.19) \
= r(x*) for A=1,2,....m

By using generalized inversion as discussed in Chapter 5, the system of m
equations as given by Eq. (6.19) may be solved directly for the adjust-
ments ot, éx, 6y, and 6z. This way, we may avoid some of the computa-
tional difficulties associated with solving the normal equations as dis-
cussed in Section 5.3.2.

6.1.3. Implementation of Geiger’s Method

Geiger’s method as derived in the previous subsection is computation-
ally straightforward, but the method is too tedious for hand computation
and hence was ignored by seismologists for nearly 50 years. In the late
1950s digital computers became generally available, and several seis-
mologists quickly seized this opportunity to implement Geiger’s method
for determining origin time and hypocenter (e.g., Bolt, 1960; Flinn, 1960;
Nordquist, 1962; Bolt and Turcotte, 1964; Engdahl and Gunst, 1966).
Since then, many additional computer programs have been written for this
problem, especially for locating local earthquakes (e.g., Eaton, 1969;
Crampin, 1970; Lee and Lahr, 1975; Shapira and Bath, 1977; Klein, 1978,
Herrmann, 1979; Johnson, 1979; Lahr, 1979; Lee et al., 1981).

In deriving Geiger’s method, we have not specified any particular seis-
mic arrival times. Normally, the method is applied only to first P-arrival
times because first P-arrivals are easier to identify on seismograms and the
P-velocity structure of the earth is better known. However, if arrival
times of later phases (such as S, P,, etc.) are available, we can set up
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additional equations [in the form of Eq. (6.19)] that are appropriate for the
particular observed arrivals. Furthermore, if absolute timing is not avail-
able, we can still use S-P interval times to locate earthquakes. In this
case, we modify Eq. (6.19) to read

6.20, 0T,/ 0x)|y 8x + (8Ti/ V)| Oy + (8Ty/02)| 8z
' =rn(x*) for k=1,2,....m

where ry is the residual for the S-P interval time at the kth station, 7} is
the theoretical S-P interval time, and the 8¢ term in Eq. (6.19) drops out
because S-P interval times do not depend on the origin time.

We must be cautious in using arrival times of later phases for locating
local earthquakes because later phases may be misidentified on the seis-
mograms and their corresponding theoretical arrival times may be difficult
to model. If the station coverage for an earthquake is adequate azimuth-
ally (i.e., the maximum azimuthal gap between stations is less than 90°),
and if one or more stations are located with epicentral distances less than
the focal depth, then later arrivals are not needed in the earthquake loca-
tion procedure. On the other hand, if the station distribution is poor, then
later arrivals will improve the earthquake location, as we will discuss
later.

Before we examine the pitfalls of applying Geiger’s method to the earth-
quake location problem, let us first summarize its computational proce-
dure. Given a set of observed arrival times 7. k = 1,2, . . ., m, at stations
with coordinates (xx, yx, Zx), K = 1. 2. . . .. m, we wish to determine the
origin time #o, and the hypocenter (x,, vo. zo) of an earthquake. Geiger’s
method involves the following computational steps: ’

(1) Guess a trial origin time 7*, and a trial hypocenter (x*, y*, z*).

(2) Compute the theoretical travel time T, and its spatial partial de-
rivatives, 01;/dx, 8T;/dv, and 0T,/ 0z evaluated at (x*, y*, z*),
from the trial hypocenter to the kth station for k= 1,2, ..., m.

(3) Compute matrix G as given by Egs. (6.15) and (6.17), and vector P
as given by Eqgs. (6.16), (6.17), and (6.7).

(4) Solve the system of four linear equations as given by Eq. (6.14) for
the adjustments &7, dx, 8y, and 5z.

(5) Animproved origin time is then given by ¢* + 8¢, and an improved
hypocenter by (x* + 8x, y* + 8y, z* + 8z). We use these as our
new trial origin time and hypocenter.

(6) Repeat steps 2 to S until some cutoff criteria are met. At that point,
we set 1y = 1%, xo = x*, yo = ¥y*, and zo, = z* as our solution for the
origin time and hypocenter of the earthquake.
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It is obvious from step 2 that a model of the seismic velocity structure
underneath the microearthquake network must be specified in order to
compute theoretical travel times and derivatives. Therefore, earthquakes
are located with respect to the assumed velocity model and not to the real
earth. Routine earthquake locations for microearthquake networks are
based mainly on a horizontally layered velocity model, and the problem of
lateral velocity variations usually is ignored. Such a practice is often due
to our poor knowledge of the velocity structure underneath the microearth-
quake network and the difficulties in tracing seismic rays in a heteroge-
neous medium (see Chapter 4). As a result, it is not easy to obtain accu-
rate earthquake locations, as shown, for example, by Engdahl and Lee
(1976).

Although step 3 is straightforward, we must be careful in forming the
normal equations to avoid roundoff errors (see Section 5.3.1). Many nu-
merical methods are available to solve a set of four linear equations in step
4, but few will handle ill-conditioned cases (see Section 5.3.2). The matrix
G is often ill-conditioned if the station distribution is poor. Having data
from four or more stations is not always sufficient to locate an earthquake.
These stations should be distributed such that the earthquake hypocenter
is surrounded by stations. Since most seismic stations are located near the
earth’s surface and whereas earthquakes occur at some depth, it is dif-
ficult to determine the focal depth in general. Similarly, if an earthquake
occurs outside a microearthquake network, it is also difficult to determine
the epicenter. To illustrate these difficulties, let us consider a simple case
with only four observations. In this case, we do not need to form the
normal equations, and our problem is to solve Eq. (6.18) form = 4. The
Jacobian matrix A becomes

| aT,/dx aT,/dy aT,/oz
1 0T,/dx 0T,/0y a8T,/0z
I oT3/ox 0T3/0y 0T,/ 0z
1 oT,/ox oT,/ov 6T,/0z

(6.21) A= -

Let us recall that the determinant of a matrix is zero if any column of it is a
multiple of another column (Noble, 1969, p. 204). Since the first column of
A s all 1's, it is easy for the other columns of A to be a multiple of it. For
example, if P-arrivals from the same refractor are observed in a layered
velocity model, then all elements in the d7/9z column have the same
value, and the fourth column of A is thus a multiple of the first column.
Similarly, if an earthquake occurs outside the network, it is likely that the
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elements of the 07/dx column and the corresponding elements of the
0T/ dy column will be nearly proportional to each other.

The preceding argument may be generalized for the m X 4 Jacobian
matrix A given by Eq. (6.13). As discussed in Section 5.3, the rank of a
matrix is defined as the maximum number of independent columns. If a
matrix has a column that is nearly a multiple of another column, then we
have a rank-defective matrix with a very small singular value. Conse-
quently, the condition number of the matrix is very large, so that the linear
system given by Eq. (6.18) is difficult to solve. This is usually referred to
as an ill-conditioned case. Hence the properties of the Jacobian matrix A
determine whether or not step 4 can be carried out numerically.

The elements of the Jacobian matrix A are the spatial partial derivatives
of the travel times from the trial hypocenter to the stations, as given by
Eq. (6.13). As discussed in Section 4.4.1, these derivatives depend on the
velocity and the direction angles of the seismic rays at the trial hypocenter
[see Eq. (4.66)]. Because the direction angles of the seismic rays depend
on the geometry of the trial hypocenter with respect to the stations, sta-
tion distribution relative to the earthquakes plays a critical role in whether
or not the earthquakes can be located by a microearthquake network.

If the station distribution is poor, introducing arrival times of later
phases in the earthquake location procedure is desirable. Because they
have different values for their travel time derivatives than those for the
first P-arrivals, the chance that the Jacobian matrix A will have nearly
dependent columns may be reduced. In other words, later arrivals will
reduce the condition number of matrix A, so that Eq. (6.18) may be solved
numerically.

Lee and Lahr (1975) recognized that there may be difficulties in solving
for the adjustment vector &x* in Eq. (6.14). They introduced a stepwise
multiple regression technique (e.g., Draper and Smith, 1966) in the earth-
quake location procedure. Basically, if the Jacobian matrix A is ill-
conditioned, we reduce the components of 8x* to be solved. In other
words, a hypocenter parameter will not be adjusted if there is not sufficient
information in the observed data to determine its adjustment. Another
approach is to apply generalized inversion techniques as discussed in
Chapter 5. Examples of using this approach are the location programs
written by Bolt (1970), Klein (1978), Johnson (1979), and Lee ez a/. (1981).

Geiger’s method is an iterative procedure. Naturally, we ask if the
iteration converges to the global minimum of our objective function as
given by Eq. (6.8). This depends on the station distribution with respect to
the earthquake, the initial guess of the trial origin time and hypocenter,
the observed arrival times, and the velocity model used to compute travel-
times and derivatives. At present, there is no method available to guaran-
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tee reaching a global minimum by an iterative procedure, and readers are
referred to Section 5.4 and the references cited therein. Iterations usually
are terminated if the adjustments or the root-mean-square value of the
residuals falls below some prescribed value, or if the allowed maximum
number of iterations is exceeded.

There are errors and sometimes blunders in reading arrival times and
station coordinates. The least squares method is appropriate if the errors
are independent and random. Otherwise, it will give disproportional
weight to data with large errors and distort the solution so that errors are
spread among the stations. Consequently, low residuals do not necessarily
imply that the earthquake location is good. It must be emphasized that the
quality of an earthquake location depends on the quality of the input data.
No mathematical manipulation can substitute for careful preparation of
the input data. It is quite easy to write an earthquake location program for
a digital computer using Geiger’s method. However, it is difficult to vali-
date the correctness of the program code. Furthermore, it is not easy to
write an earthquake location program that will handle errors in the input
data properly and let the users know if they are in trouble. The mechanics
of locating earthquakes have been discussed, for example, by Buland
(1976), and problems of implementing a general-purpose earthquake loca-
tion program for microearthquake networks are discussed, for example,
by Lee et al. (1981).

In this section, we have not treated the method for joint hypocenter
determination and related techniques. These techniques are gener-
alizations of Geiger’s method to include station corrections for travel time
as additional parameters to be determined from a group of earthquakes.
Readers may refer to works, for example, by Douglas (1967), Dewey
(1971), and Boltef al. (1978). Also, we have not dealt with the problem of
using more complicated velocity models for microearthquake location. In
principle, seismic ray tracing in a heterogeneous medium (see Chapter 4)
can be applied in a straightforward manner (e.g., Engdahl and Lee, 1976),
but at present the computation is too expensive for routine work. Re-
cently, Thurber and Ellsworth (1980) introduced a method to compute
rapidly the minimum time ray path in a heterogeneous medium. They first
constructed a one-dimensional, laterally average velocity model from a
given three-dimensional velocity structure, and then determined the min-
imum time ray path by the standard technique for a horizontally layered
velocity model (see Section 4.4.4.). In addition, many advances in seismic
ray tracing and in inversion for velocity structure have been made in
explosion seismology. Numerous publications have appeared, and read-
ers may refer to works, for example, by McMechan (1976), Mooney and
Prodehl (1978), Cerveny and Hron (1980), and McMechan and Mooney
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(1980). We expect that many techniques resulting from these advances
will be applied to microearthquake data in the near future.

6.2. Fault-Plane Solution

The elastic rebound theory of Reid (1910) is commonly accepted as an
explanation of how most earthquakes are generated. This theory has been
concisely described by Stauder (1962, p. 1) as follows: earthquakes
occur in regions of the earth that are undergoing deformation. Energy is
stored in the form of elastic strain as the region is deformed. This process
continues until the accumulated strain exceeds the strength of the rock,
and then fracture or faulting occurs. The opposite sides of the fault re-
bound to a new equilibrium position, and the energy is released in the
vibrations of seismic waves and in heating and crushing of the rock. If
earthquakes are caused by faulting, it is possible to deduce the nature of
faulting from an adequate set of seismograms, -and in turn, the nature of
the stresses that deform the region.

Let us now consider a simple earthquake mechanism as suggested by
the 1906 San Francisco earthquake. Figure 26 illustrates in plan view a

F’

Fig. 26. Plan view of the distribution of compressions (+) and dilatations (—) resulting
from a right lateral displacement along a vertical fault FF'.
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purely horizontal motion on a vertical fault FF', and the arrows represent
the relative movement of the two sides of the fault. Intuition suggests that
material ahead of the arrows is compressed or pushed away from the
source, whereas material behind the arrows is dilated or pulled toward the
source. Consequently, the area surrounding the earthquake focus is di-
vided into quadrants in which the first motion of P-waves is alternately a
compression or a dilatation as shown in Fig 26. These quadrants are
separated by two orthogonal planes AA’ and FF', one of which (FF’) is
the fault plane. The other plane (AA’) is perpendicular to the direction of
fault movement and is called the auxiliary plane.

As cited by Honda (1962), T. Shida in 1919 found that the distribution of
compressions and dilatations of the initial motions of P-waves of two
earthquakes in Japan showed very systematic patterns. This led H.
Nakano in 1923 to investigate theoretically the propagation of seismic
waves that are generated by various force systems acting at a point in an
infinite homogeneous elastic medium. Nakano found that a source consist-
ing of a single couple (i.e., two forces oppositely directed and separated by
a small distance) would send alternate compressions and dilatations into
quadrants separated by two orthogonal planes, just as our intuition sug-
gests in Fig. 26. Since the P-wave motion along these planes is null, they
are called nodal planes and correspond to the fault plane and the auxiliary
plane described previously. Encouraged by Nakano’s result, P. Byerly in
1926 recognized that if the directions of first motion of P-waves in regions
around the source are known, it is possible to infer the orientation of the
fault and the direction of motion on it. However, the earth is not homoge-
neous, and faulting may take place in any direction along a dipping fault
plane. Therefore, it is necessary to trace the observed first motions of
P-waves back to a hypothetical focal sphere (i.e., a small sphere enclosing
the earthquake focus), and to develop techniques to find the two ortho-
gonal nodal planes which separate quadrants of compressions and dilata-
tions on the focal sphere.

From the 1920s to the 1950s, many methods for determining fault planes
were developed by seismologists in the United States, Canada, Japan,
Netherlands, and USSR. Notable among them are P. Byerly, J. H.
Hodgson, H. Honda, V. Keilis-Borok, and L. P. G. Koning. Not only are
first motions of P-waves used, but also data from S-waves and surface
waves. Readers are referred to review articles by Stauder (1962) and by
Honda (1962) for details.

6.2.1. P-Wave First Motion Data

For most microearthquake networks, fault-plane solutions of earth-
quakes are based on first motions of P-waves. The reason is identical to
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that for locating earthquakes: later phases are difficult to identify because
of limited dynamic range in recording and the common use of only
vertical-component seismometers. As discussed earlier, deriving a fault-
plane solution amounts to finding the two orthogonal nodal planes which
separate the first motions of P-waves into compressional and dilatational
quadrants on the focal sphere. The actual procedure consists of three
steps:

(1) First arrival times of P-waves and their corresponding directions of
motion for an earthquake are read from vertical-component seismograms.
Normally one uses the symbol U or C or + for up motions, and either D
or — for down motions.

(2a) Information for tracing the observed first motions of P-waves
back to the focal sphere is available from the earthquake location proce-
dure using Geiger’s method. The position of a given seismic station on the
surface of the focal sphere is determined by two angles o and 8. « is the
azimuthal angle (measured clockwise from the north) from the earthquake
epicenter to the given station. 8 is the take-off angle (with respect to the
downward vertical) of the seismic ray from the earthquake hypocenter to
the given station. The former is computed from the coordinates of the
hypocenter and of the given station. The latter is determined in the course
of computing the travel time derivatives as described in Section 4.4. Ac-
cordingly, if first motions of P-waves (y) are observed at a set of m
stations, we will have a data set (ax. Bx. ¥x). Kk = 1,2, ..., m, describing
the polarities of first motions on the focal sphere; y; will be either a C for
compression or a D for dilatation.

(2b) Since it is not convenient to plot data on a spherical surface, we
need some means of projecting a three-dimensional sphere onto a piece of
paper. Various projection techniques have been employed to plot the
P-wave first motion data. The most commonly used are stereographic or
equal-area projection. The stereographic projection has been used exten-
sively in structural geology to describe and analyze faults and other
geological features. Readers are referred to some elementary texts (e.g.,
Billings, 1954, pp. 482-488; Ragan, 1973, pp. 91-102) for a discussion of
this technique. The equal-area projection is very similar to the stereo-
graphic projection and is preferred for fault-plane solutions because area on
the focal sphere is preserved in this projection (see Fig. 27 for compari-
son). A point on the focal sphere may be specified by (R, a, 8), where R is
the radius, « is the azimuthal angle, and 8 is the take-off angle. In equal-
area projection, these parameters (R, «, 3) are transformed to plane polar
coordinates (r, 6) by the following formulas (Maling, 1973, pp. 141-144):

(6.22) r = 2R sin(8/2), 0 =«
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Fig. 27. Comparison of the stereographic (or Wulff) net (a) and the equal-area (or
Schmidt) net (b). Note the areal distortion of the Wulff net compared with the Schmidt net.

Since the radius of the focal sphere (R) is immaterial and the maximum
value of r is more conveniently taken as unity, Eq. (6.22) is modified to
read

(6.23) r=1V2sin(B8/2), 6=a

This type of equal-area projection appears to have been introduced by
Honda and Emura (1958) in fault-plane solution work. The set of P-wave
first motion polarities (o, Bk, yx). K = 1, 2, . . ., m, may then be rep-
resented by plotting the symbol for v, at (ry, 8;) using Eq. (6.23). This is
usually plotted on computer printouts by an earthquake location program,
such as HYPO71 (Lee and Lahr, 1975).

(2c) Because most seismic rays from a shallow earthquake recorded
by a microearthquake network are down-going rays, it is convenient to
use the equal-area projection of the lower focal hemisphere. In this case,
we must take care of up-going rays (i.e., 8 > 90°) by substituting (180° +
a) for a, and (180° — B) for B. For example, the HYPO71 location program
provides P-wave first motion plots on the lower focal hemisphere. This
practice is preferred over the upper focal hemisphere projection because
it is more natural to visualize fault planes on the earth in the lower focal
hemisphere projection. Readers are warned, however, that some authors
use the upper focal hemisphere projection, and some do not specify which
one they use.

(2d) Two elementary operations on the equal-area projection are re-
quired in order to carry out fault-plane solutions manually. Figure 28
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(b)

Fig. 28. Equal-area plot of a plane and its pole (modified from Ragan, 1973, p. 94). (a)
Perspective view of the inclined plane to be plotted (shaded area). (b) The position of the
overlay and net for the actual plot. (¢) The overlay as it appears after the plot.

illustrates how a fault plane (strike N 30° E and dip 40° SE) may be
projected. The intersection of this fault plane with the focal sphere is the
great circle ABC (Fig. 28a). On a piece of tracing paper we draw a circle
matching the outer circumference of the equal-area net (Fig. 28b) and
mark N, E, §, and W. We overlay the tracing paper on the net, rotate the
overlay 30° counterclockwise from the north for the strike, count 40° along
the east-west axis from the circumference for the dip, and trace the great
circle arc from the net as shown in Fig. 28b. The resulting plot is shown on
Fig. 28c. Thus A'B’C’ is an equal area plot of the fault plane ABC. On
Fig. 28b, if we count 90° from the great circle arc for the fault plane, we
find the point P which represents the pole or the normal axis to the fault
plane. By reversing this procedure, we can read off the strike and dip of a
fault plane on an equal-area projection with the aid of an equal-area net.
Similarly, Fig. 29 illustrates how to plot an axis OP with strike of S 42° E,
and plunge 40°. Again by reversing the procedure, we can read off the
azimuth and plunge of any axis plotted.

(3a) To determine manually the nodal planes from a P-wave first mo-
tion plot, we need an equal-area net (often called a Schmidt net) as shown
in Fig. 27b. If we fasten an equal-area net (normally 20 cm in diameter to
match plots by the HYPO71 computer program) on a thin transparent
plastic board and place a thumbtack through the center of the net, we can
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Fig. 29. Equal-area plot of an axis (or line or vector) OP (modified from Ragan, 1973,
p. 95). (a) Perspective view of the inclined axis OP. (b) The position of the overlay and net
for the actual plot. (¢) The overlay as it appears after the plot.

easily superpose the computer plot on our net. The computer paper is
usually not transparent enough, so it is advisable to work on top of a light
table, and hence the use of a transparent board to mount the equal-area
net. Figure 30 shows a P-wave first motion plot for a microearthquake
recorded by the USGS Santa Barbara Network. We have redrafted the
computer plot using solid dots for compressions (C) and open circles for
dilatations (D) (smaller dots and circles represent poor-quality polarities)
so that we may use letters for other purposes.

(3b) We attempt to separate the P-wave first motions on the focal
sphere such that adjacent quadrants have opposite polarities. These quad-
rants are delineated by two orthogonal great circles which mark the inter-
section of the nodal planes with the focal sphere. Accordingly, we rotate
the plot so that a great circle arc on the net separates the compressions
from the dilatations as much as possible. In our example shown in Fig. 30,
arc WBCE represents the projection of a nodal plane; it strikes east-west
and dips 44° to the north. The pole or normal axis of this nodal plane is
point A which is 90° from the great circle arc WBCE. Since the second
nodal plane is orthogonal to the first, its great circle arc representation
must pass through point A. To find the second nodal plane, we rotate the
plot so that another great circle arc passes through point A and also
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separates the compressions from the dilatations. This arc is FBAG in Fig.
30; it strikes N 54° W and dips 52° to the southwest, as measured from the
equal-area net. The pole or normal axis of the second nodal plane is point
C, which is 90° from arc FBAG and lies in the first nodal plane. In our
example, the two nodal planes do not separate the compressional and
dilatational quadrants perfectly. A small solid dot occurs in the northern
dilatational field, and a small open circle in the western compressional
field. Since these symbols represent poor-quality data, we ignore them
here. In fact, some polarity violations are expected since there are uncer-
tainties in actual observations and in reducing the data on the focal
sphere.

(3¢) The intersection of the two nodal planes is point B in Fig. 30,
which is also called the null axis. The plane normal to the null axis is
represented by the great circle arc CTAP in Fig. 30. This arc contains four

Fig. 30. A fault plane solution for a microearthquake in the Santa Barbara, California,
region. The diagram is an equal-area projection of the lower focal hemisphere. See text for
explanation.
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important axes: the axes normal to the two nodal planes (A and C), the P
axis, and the T axis. In the general case, the T axis is 45° from the A and C
axes and lies in the compressional quadrant, and the P axis is 90° from the
T axis. The P axis is commonly assumed to represent the direction of
maximum compressive stress, whereas the T axis is commonly assumed
to represent the direction of maximum tensile stress. If we select the first
nodal plane (arc WBCE) as the fault plane, then point C (which represents
the axis normal to the auxiliary plane) is the slip vector and is commonly
assumed to be parallel to the resolved shearing stress in the fault plane.
This assumption is physically reasonable if earthquakes occur in homoge-
neous rocks. Many if not most earthquakes occur on preexisting faults in
heterogeneous rocks, and thus the assumption is invalid on theoretical
grounds. Readers are referred to McKenzie (1969) and Raleigh er al.
(1972) for discussions of the relations between fault-plane solutions and
directions of principal stresses. It must also be emphasized that we cannot
distinguish from P-wave first motion data alone which nodal plane repre-
sents the fault plane. However, geological information on existing faults in
the region of study or distribution of aftershocks will usually help in
selecting the proper fault plane.

(3d) Let us now summarize our results from analyzing the P-wave first
motion plot using an equal-area net. As shown in Fig. 30 we have

(a) Fault plane (chosen in this case with the aid of local geology): strike
N 9(° E, dip 44° N.

(b) Auxiliary plane: strike N 54° W, dip 52° SW.

(c) Slip vector C: strike N 36° E, plunge 38°.

(d) P axis: strike N 161° W, plunge 4°.

(e) T axis: strike N 96° E, plunge 70°.

() The diagram represents reverse faulting with a minor left-lateral
component.

6.2.2. Pitfalls in Using P-Wave First Motion Data

Unlike arrival times, which have a range of values for their errors, a
P-wave first motion reading is either correct or wrong. One of the most
difficult tasks in operating a microearthquake network is to ensure that the
direction of motion recorded on the seismograms corresponds to the true
direction of ground motion. Care must be taken to check the station
polarities. Large nuclear explosions or large teleseismic events often are
used to ensure accuracy of station polarities and to correct the polarities if
necessary (Houck et al., 1976).

Because the P-wave first motion plot depends on the earthquake loca-
tion and the take-off angles of seismic rays, one must have a reasonably
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accurate location for the focus and a sufficiently realistic velocity model of
the region before one attempts any fault-plane solution. Engdahl and Lee
(1976) showed that proper ray tracing is essential in fault-plane solutions,
especially in areas of large lateral velocity variations. We must also em-
phasize that fault-plane solutions may be ambiguous or not even possible
if the station distribution is poor or some station polarities are uncertain.
For example, Lee et al. (1979b) showed how drastically different fault-
plane solutions were obtained if two key stations were ignored because
their P-wave first motions might be wrong.

If the number of P-wave first motion readings is small, it is a common
practice to determine nodal planes from a composite P-wave first motion
plot of a group of earthquakes that occurred closely in space and time.
Such a practice should be used with caution because it assumes that the
focal mechanisms for these earthquakes are identical, which may not be
true.

6.2.3. Computer versus Manual Solution

Many attempts have been made to determine the fault-plane solution by
computer rather than by the manual method described in the preceding
section. For examples of computer solution, readers are referred to the
works of Kasahara (1963), Wickens and Hodgson (1967), Udias and
Baumann (1969), Dillinger ez al. (1971), Chandra (1971), Keilis-Borok et
al. (1972), Shapira and Bath (1978), and Brillinger et al. (1980).

Basically, most computer programs for fault-plane solutions try to
match the observed P-wave first motions on the focal sphere with those
that are expected theoretically from a pair of orthogonal planes at the
focus. To find the best match, we let a pair of orthogonal planes assume a
sequence of positions, sweeping systematically through the complete solid
angle at the focus. In any position, we may compute a score to see how
well the data are matched and choose the pair of orthogonal planes with
the best score as the nodal planes. Recently, Brillinger ez al. (1980) devel-
oped a probability model for determining the nodal planes directly.

Since the manual method for determining the nodal planes is fast if the
P-wave first motion plot is printed along with the earthquake location, as
for example, in the HYPO71 program, we believe that the manual method
is desirable in order to keep in close touch with the data. The problem of
fault-plane solution in practice involves decision making because the ob-
served data are never perfect. Since human beings generally make better
decisions than computer programs do, one must master the manual
method in order to check out the computer solutions. However, if large
amounts of earthquake data are to be processed, computer solutions
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should ease the burden of routine manipulations and allow the human
analysts to concentrate on verifications.

6.3. Simultaneous Inversion for Hypocenter Parameters
and Velocity Structure

The principal data measured from seismograms collected by a mi-
croearthquake network are first P-arrival times and directions of first
P-motion from local earthquakes. These data contain information on the
tectonics and structure of the earth underneath the network. In this sec-
tion, we show how to extract information about the velocity structure
from the arrival times. In addition to the hypocenter parameters (origin
time, epicenter coordinates, and focal depth), each earthquake contrib-
utes independent observations to the potential data set for determining the
earth’s velocity structure, provided that the total number of observations
exceeds four.

Crosson (1976a,b) developed a nonlinear least squares modeling proce-
dure to estimate simultaneously the hypocenter parameters, station cor-
rections, and parameters for a layered velocity model by using arrival
times from local earthquakes. This approach has been applied to several
seismic networks. Readers may refer to works, for example, by Steppe
and Crosson (1978), Crosson and Koyanagi (1979), Hileman (1979), Horie
and Shibuya (1979), and Sato (1979).

Independently, Aki and Lee (1976) developed a similar method for a
general three-dimensional velocity model. Because lateral velocity varia-
tions are known to exist in the earth’s crust (e.g., across the San Andreas
fault as discussed by Engdahl and Lee, 1976), the method developed by
Aki and Lee and extended by Lee er al. (1982a) is more general than
Crosson’s and will be treated here.

6.3.1. Formulation of the Simultaneous Inversion Problem

The problem of simultaneous inversion for hypocenter parameters and
velocity structure may be formulated by generalizing Geiger’s method of
determining hypocenter parameters. As with the earthquake location
problem, arrival times of any seismic phases can be used in the simulta-
neous inversion. However, the following discussion will be restricted to
first P-arrival times, although generalization to include other seismic ar-
rivals is straightforward.

We are given a set of first P-arrival times observed at m stations from a
set of n earthquakes, and we wish to determine the hypocenter parameters
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and the P-velocity structure underneath the stations. Let us denote the
first P-arrival time observed at the Ath station for the jth earthquake as 7
along the ray path I['j.

Since there are n earthquakes, the total number of hypocenter param-
eters to be determined is 4n. Let us denote the hypocenter parameters for
the jth earthquake by (¢,x{,y{.z{).where ¢} is the origin time and x{.y}, and
z{ are the hypocenter coordinates. Thus, all the hypocenter parameters for
n earthquakes may be considered as components of a vectorin a Euclidean
space of 4n dimensions, i.e., (#§,x0.3v0.29,89.x3,v9.2%, . . ., £0.x0.v3,z0)T,
where the superscript T denotes the transpose.

The earth underneath the stations may be divided into a total of L
rectangular blocks with sides parallel to the x, y, and z axes in a Cartesian
coordinate system. Let each block be characterized by a P-velocity de-
noted as v. If /is the index for the blocks, then the velocity of the /th block
isv, I=1,2,.. ., L. We further assume that the set of » earthquakes and
the set of m stations are contained within the block model. Thus, the
velocity structure underneath the stations is represented by the L param-
eters of block velocity. These L velocity parameters may be considered as
components of a vector in a Euclidean space of L dimensions, i.e., (v,, vs,

. UL)T.

Assuming that every block of the velocity model is penetrated by at
least one ray path, the total number of parameters to be determined in the
simultaneous inversion problem is (4n + L). These hypocenter and veloc-
ity parameters may also be considered as components of a vector £ in a
Euclidean space of (4n + L) dimensions, i.e.,

— 0 0 0 0 40 ,0 ,,0 0
(624) g - (tl’xl’ }’1, le t2a '\29 ,\ 2 229
s N T
L ) t29 x?l, }(I)l' Z?,, Uy Dgy v v oy UL)

In order to formulate the simultaneous inversion problem as a nonlinear
optimization problem, we assume a trial parameter vector £€* given by

(6.25) £ = (15, X1, y¥. 2%, 5. X5, v%, 73,
s E XE YR TR T, 08, L 0p)T

The arrival time residual at the kth station for the jth earthquake may

be defined in a manner similar to Eq. (6.7) as
rid€*) = 5 — Ty E7) — 1f
6.26
( ) k=12,...,m, j=12,...,n

where 7; is the first P-arrival time observed at the kth station for the jth
earthquake, T;(£*) is the corresponding theoretical travel time from the
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trial hypocenter (x¥, yi, zF) of the jth earthquake, and ¢} is the trial origin
time of the jth earthquake. Our objective is to adjust the trial hypocenter
and velocity parameters (£€*) simultaneously such that the sum of the
squares of the arrival time residuals is minimized. We now generalize
Geiger’s method as given in Section 6.1.2 for our present problem.

The objective function for the least-squares minimization [Eq. (6.8)] as
applied to the simultaneous inversion is

(6.27) F(E% = 2 D [ru&»)P
i=1 k=1

where r;(£%) is given by Eq. (6.26). We may consider the set of arrival
time residuals r;(&*), fork =1,2,. .. ,m,andj=1,2,. .. ,n, as
components of a vector r in a Euclidean space of mn dimensions, i.e.,

(6.28) r = (Fig, Fize o« o s Fome Tats Fazs o« o s Fams
Y D £ VI -
The adjustment vector [Eq. (6.10)] now beéomes
(6.29) 8¢ = (8ty, 8xy, By, 6z,. 8ty Bxy, Byy, 62,
.oy Oy, Ox,, OV, 82y, OV, By, . .., ST

and it is to be determined from a set of linear equations similar to Eq.
(6.19). We then replace the trial parameter vector £* by (§* + 8§) and
repeat the iteration until some cutoff criteria are met.

To apply the Gauss—Newton method to the simultaneous inversion
problem, a set of linear equations is to be solved for the adjustment vector
o6& at each iteration step. In this case, we may generalize Eq. (6.11) or
equivalently, Eq. (6.18), to read

(6.30) B&E=r

where B is the Jacobian matrix generalized to include a set of » earth-
quakes and a set of L. velocity parameters, i.e.,

/ 1

A, 0 0 ... 0
0 A, 0 ... 0
(6.31) B = . C
. 1
0 0 0 ... A,

where the 0’s are m X 4 matrices with zero elements, the A’s are m X 4
Jacobian matrices given in a manner similar to Eq. (6.13) as
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1 8T, /dx 0T,/dy 0T;/0z

1 8T,/0x 0Ty/dy 08Ty/0z
(6.32) A= - . ) . .

1 3T;n/0x 0T;,/0y 0T;,/0z

p
and C is a mn X L matrix. Each row of the velocity coefficient matrix C
has L elements and describes the sampling of the velocity blocks of a
particular ray path. If [';; is the ray path connecting the Ath station and the
Jjth earthquake, then the elements of the ith row [where i = k& + (j — 1)m]
of C are given by

(6.33) Cy = — 0T/ 0v)| ¢ for I=1,2,...,L
where 11, is defined by

1 if the /th block is penetrated by
(634) HJ'kl = the ray path ij

0 otherwise
If 1, is the slowness in the /th block defined by
(6.35) w =1/t

then we have

(6.36) du; = —ou;/ v}

To approximate dT;/dv; in Eq. (6.33) to first-order accuracy, we note
that 0T,/ 0u; = 0T/ Ou,, where Ty, is the travel time spent by the ray ['j,
in the /th block. In addition, we note that T;, = 4,5, where Sj, is the
length of the ray path I'j, in the /th block. Assuming that the dependence
of S, on u; is of second order, 07T,/ du, = S;y = v,T;4. Hence Eq. (6.33)
becomes

12

(637) Ci] = ij]Tjk)(g*)/lf;{ for [ = 1, . L

because (8T;/dv;) dvy = (0Ty/0uy) duy. and using Eq. (6.36).

Since each ray path samples only a small number of blocks, most ele-
ments of matrix C are zero. Therefore, the matrix B as given by Eq. (6.31)
is sparse, with most of its elements being zero.

Equation (6.30) is a set of mn equations written in matrix form, and by
Eqgs. (6.28), (6.29), (6.31), (6.32), and (6.37), it may be rewritten as
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0T 0Ty, 0T
(6.38) ot ox | o &x; + —Lc')y dy; + _Laz . 8z;
L
I, T; .
_ 2 K 50— (£9)
1=1 13
fork=1,2,... ,m, j=1,2,. . .,n

Equation (6.38) is a generalization of Eq. (6.19) for the simultaneous in-
version problem.

6.3.2. Numerical Solution of the Simultaneous Inversion Problem

In the previous subsection, we have shown that the simultaneous inver-
sion problem may be formulated in a manner similar to Geiger’s method of
determining origin time and hypocenter. The computations involve the
following steps:

(1) Guess a trial parameter vector £* as given by Eq. (6.25).

(2) Compute the theoretical travel time T; and its spatial partial de-
rivatives 07T,/0x, 8T;/dy, and 0T;,/0z evaluated at (xf', y7, z})
for k =1, 2, ..mandj=1,2,. n.

(3) Compute matnx B as given by Egs. (6 31) (6.32), and (6.37), and
compute vector r as given by Egs. (6.28) and (6.26).

(4) Solve the system of mn linear equations as given by Eq. (6.30) for
the adjustment vector 8¢ with (4n + L) elements. This may be
accomplished via the normal equations approach, or the gener-
alized inversion approach as discussed in Chapter 5.

(5) Replace the trial parameter vector £€* by (§* + 8§).

(6) Repeat steps 2-5 until some cutoff criteria are met. At this point,
we set & = £* as our solution for the hypocenter and velocity
parameters.

Although numerical solution for the simultaneous inversion is computa-
tionally straightforward, the pitfalls discussed in Section 6.1.3 apply here
also. The set of mn linear equations to be solved in step 4 can be very
large. Typically a few thousand equations and several hundred unknowns
are involved. Because of the positions of the zero elements in matrix B
[Eq. (6.31)], the arrival time residuals of one earthquake are coupled to
those of another earthquake only through the velocity coefficient matrix C
in Eq. (6.30). Therefore, it is possible to decouple mathematically the
hypocenter parameters from the velocity parameters in the inversion pro-
cedure as shown by Pavlis and Booker (1980) and Spencer and Gubbins
(1980). Consequently, large amounts of arrival time data can be used in
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the simultaneous inversion without having to solve a very large set of
equations. Furthermore, explosion data also can be included in the inver-
sion. ,

Since the velocity can be different from block to block in the simulta-
neous inversion problem, three-dimensional ray tracing must be used in
computing travel times and derivatives in step 2. The problem of ray
tracing in a heterogeneous medium has been discussed in Chapter 4. For
an application of simultaneous inversion using data from a microearth-
quake network, readers may refer, for example, to Lee et al. (1982a).

6.4. Estimation of Earthquake Magnitude

Intensity of effects and amplitudes of ground motion recorded by seis-
mographs show that there are large variations in the size of earthquakes.
Earthquake intensity is a measure of effects (e.g., broken windows, col-
lapsed houses, etc.) produced by an earthquake at a particular point of
observation. Thus, the effects of an earthquake may be collapsed houses
at city A, broken windows at city B, and almost nothing damaged at city
C. Unfortunately, intensity observations are subject to uncertainties of
personal estimates and are limited by circumstances of reported effects.
Therefore, it is desirable to have a scale for rating earthquakes in terms of
their energy, independent of the effects produced in populated areas.

In response to this practical need, C. F. Richter proposed a magnitude
scale in 1935 based solely on amplitudes of ground motion recorded by
seismographs. Richter’s procedure to estimate earthquake magnitude fol-
lowed a practice by Wadati (1931) in which the calculated ground ampli-
tudes in microns for various Japanese stations were plotted against their
epicentral distances. Wadati employed the resulting amplitude-vs-
distance curves to distinguish between deep and shallow earthquakes, to
calculate the absorption coefficient for surface waves, and to make a
rough comparison between the sizes of several strong earthquakes. Realiz-
ing that no great precision is needed, Richter (1935) took several bold
steps to make the estimation of earthquake magnitude simple and easy to
carry out. Consequently, Richter’s magnitude scale has been widely ac-
cepted, and quantification of earthquakes has become an active research
topic in seismology.

6.4.1. Local Magnitude for Southern California Earthquakes

The Richter magnitude scale was originally devised for local earth-
quakes in southern California. Richter recognized that these earth-
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quakes originated at depths not much different from 15 km, so that the
effects caused by focal depth variations could be ignored. He could also
skip the tedious procedure of reducing the amplitudes recorded on seis-
mograms to true ground motions. This is because the Southern California
Seismic Network at that time was equipped with Wood-Anderson instru-
ments which have nearly constant displacement amplification over the
frequency range appropriate for local earthquakes. Therefore, Richter
(1935, 1958, pp. 338-345) defined the local magnitude M. of an earth-
quake observed at a station to be

(6.39) M, = log A — log Ay(Q)

where A is the maximum amplitude in millimeters recorded on the
Wood-Anderson seismogram for an earthquake at epicentral distance of A
km, and Ay(A) is the maximum amplitude at A km for a standard earth-
quake. The local magnitude is thus a number characteristic of the earth-
quake and independent of the location of the recording stations.

Three arbitrary choices enter into the definition of local magnitude: (1)
the use of the standard Wood-Anderson seismograph; (2) the use of com-
mon logarithms to the base 10; and (3) the selection of the standard earth-
quake whose amplitudes as a function of distance A are represented by
Ao(A). The zero level of Ay(A) can be fixed by choosing its value at a
particular distance. Richter chose it to be 1 um (or 0.001 mm) at a distance
of 100 km from the earthquake epicenter. This is equivalent to assigning
an earthquake to be magnitude 3 if its maximum trace amplitude is 1 mm
on a standard Wood-Anderson seismogram recorded at 100 km. In other
words, to compute M, a table of (— log A, as a function of epicentral
distance in kilometers is needed. Richter arbitrarily chose (—log Ay) = 3 at
A = 100 km so that the earthquakes he dealt with did not have negative
magnitudes. Other entries of this (—log A,) table were constructed from
observed amplitudes of a series of well-located earthquakes, and the table
of (—log Ay) is given in Richter (1958, p. 342).

In practice, we need to know the approximate epicentral distances of
the recording stations. The maximum trace amplitude on a standard
Wood—-Anderson seismogram is then measured in millimeters, and its
logarithm to base 10 is taken. To this number we add the quantity tabu-
lated as (— log A,) for the corresponding station distance from the epi-
center. The sum is a value of local magnitude for that seismogram. We
repeat the same procedure for every available standard Wood-Anderson
seismogram. Since there are two components (EW and NS) of Wood-
Anderson instruments at each station, we average the two magnitude
values from a given station to obtain the station magnitude. We then
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average all the station magnitudes to obtain the local magnitude M, for the
earthquake.

6.4.2. Extension to Other Magnitudes

In the 1940s, B. Gutenberg and C. F. Richter extended the local mag-
nitude scale to include more distant earthquakes. Gutenberg (1945a) de-
fined the surface-wave magnitude Mg as

(6.40) Mg = log A — log Ay(A°)

where A is the maximum combined horizontal ground amplitude in mi-
crometers for surface waves with a period of 20 sec, and (—log Ag) 1s
tabulated as a function of epicentral distance A in degrees in a similar
manner to that for local magnitude (Richter, 1958, pp. 345-347).

A difficulty in using the surface-wave magnitude scale is that it can be
applied only to shallow earthquakes that generate observable surface
waves. Gutenberg (1945b) thus defined the body-wave magnitude 1, to be

(6.41) my, = log(A/T) — f(A, h)

where A/T is the amplitude-to-period ratio in micrometers per second,
and f(A, h) is a calibration function of epicentral distance A and focal
depth A. In practice, the determination of earthquake magnitude M (either
body-wave or surface-wave) may be generalized to the form (Bath, 1973,
pp. 110-118):

(6.42) M = log(A/T) + C, log(A) + C,

where C; and C, are constants. A summary on magnitude scales may be
found in Duda and Nuttli (1974).

6.4.3. Estimating Magnitude for Microearthquakes

Because Wood-Anderson instruments seldom give useful records for
earthquakes with magnitude less than 2, we need a convenient method for
estimating magnitude of local earthquakes recorded by microearthquake
networks with high-gain instruments. One approach (e.g., Brune and Al-
len, 1967; Eaton et al., 1970b) is to calculate the ground motion from the
recorded maximum amplitude, and from this compute the response ex-
pected from a Wood-Anderson seismograph. As Richter (1958, p. 345)
pointed out, the maximum amplitude on the Wood—-Anderson record may
not correspond to the wave with maximum amplitude on a different in-
strument’s record. This problem can, in principle, be solved by converting
the entire seismogram to its Wood—- Anderson equivalent and determining
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magnitude from the latter. Indeed, Bakun ef af. (1978a) verified that a
Wood-Anderson equivalent from a modern high-gain seismograph can be
obtained that matches closely the Wood—-Anderson seismogram observed
at the same site. It takes some effort, however, to calibrate and maintain a
microearthquake network so that the ground motion can be calculated
(see Section 2.2.5). In the USGS Central California Microearthquake
Network, the maximum amplitude and corresponding period of seismic
signals can be measured from low-gain stations at small epicentral dis-
tances, and from high-gain stations at larger epicentral distances. In this
way it is possible to extend Richter’s method of calculating magnitude for
local earthquakes recorded in microearthquake networks. However, it
may be difficult to relate this type of local magnitude scale to the original
Richter scale as discussed by Thatcher (1973).

Another approach is to use signal duration instead of maximum ampli-
tude. This idea appears to originate from Bisztricsany (1958) who deter-
mined the relationship between earthquakes with magnitudes 5 to 8 and
durations of their surface waves at epicentral distances between 4 and
160°. Solov’ev (1965) applied this technique in the study of the seismicity of
Sakhalin Island, but used the total signal duration instead. Tsumura (1967)
studied the determination of magnitude from total signal duration for local
earthquakes recorded by the Wakayama Microearthquake Network in Ja-
pan. He derived an empirical relationship between total signal duration
and the magnitude determined by the Japan Meteorological Agency using
amplitudes.

Lee et al. (1972) established an empirical formula for estimating mag-
nitudes of local earthquakes recorded by the USGS Central California
Microearthquake Network using signal durations. For a set of 351 earth-
quakes, they computed the local magnitudes (as defined by Richter,
1935) from Wood-Anderson seismograms or their equivalents. Correlat-
ing these local magnitudes with the signal durations measured from seis-
mograms recorded by the USGS network, they obtained the following
empirical formula:

(6.43) M = —0.87 + 2.00 log 7 + 0.0035 A

where M is an estimate of Richter magnitude, 7 is signal duration in
seconds, and A is epicentral distance in kilometers. In an independent
work, Crosson (1972) obtained a similar formula using 23 events recorded
by his microearthquake network in the Puget Sound region of Washington
state.

Since 1972, the use of signal duration to determine magnitude and also
seismic moment of local earthquakes has been investigated by several
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authors, e.g., Hori (1973), Real and Teng (1973), Herrmann (1975), Bakun
and Lindh (1977), Griscom and Arabasz (1979), Johnson (1979), and
Suteau and Whitcomb (1979). Duration magnitude My, for a given station
is usually given in the form

(6.44) My =a, + a;log v+ a;A + ah

where 7 is signal duration in seconds, A is epicentral distance in kilome-
ters, h is focal depth in kilometers, and a,, a,, a; and a, are empirical
constants. These constants usually are determined by correlating signal
duration with Richter magnitude for a set of selected earthquakes and
taking epicentral distance and focal depth into account.

It is important to note that different authors may define signal duration
differently. In practice, total duration of the seismic signal of an earth-
quake is difficult to measure. Lee er al. (1972) defined signal duration to
be the time interval in seconds between the onset of the first P-wave and
the point where the seismic signal (peak-to-peak amplitude) no longer
exceeds |1 cm as it appears on a Geotech Develocorder viewer with 20X
magnification. This definition is arbitrary, but it is easy to apply, and
duration measurements are reproducible by different readers. Since the
background seismic noise is about 0.5 cm (peak-to-peak), this definition is
equivalent to a cutoff point where the signal amplitude is approximately
twice that of the noise. Because magnitude is a rough estimate of the size
of an earthquake, the definition of signal duration is not very critical.
However, it should be consistent and reproducible for a given microearth-
quake network. For a given earthquake, signal duration should be mea-
sured for as many stations as possible. In practice, a sample of 6 to 10
stations is adequate if the chosen stations surround the earthquake epi-
center and if stations known to record anomalously long or short durations
are ignored. Duration magnitude is then computed for each station, and
the average of the station magnitudes is taken to be the earthquake mag-
nitude.

Using signal duration to estimate earthquake magnitude has become a
common practice in microearthquake networks, as evidenced by recent
surveys of magnitude practice (Adams, 1977; Lee and Wetmiller, 1978). In
addition, studies to improve determination of magnitudes of local earth-
quakes have been carried out. For example, Johnson (1979, Chapter 2)
presented a robust method of magnitude estimation based on the decay of
coda amplitudes using digital seismic traces; Suteau and Whitcomb (1979)
studied relationships between local magnitude, seismic moment, coda
amplitudes, and signal duration.
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6.5. Quantification of Earthquakes

As pointed out by Kanamori (1978b), it is not a simple matter to find a
single measure of the size of an earthquake, because earthquakes result
from complex physical processes. In the previous section, we described
the Richter magnitude scale and its extensions. Since Richter magnitude is
defined empirically, it is desirable to relate it to the physical processes of
earthquakes. In the past 30 years, considerable advances have been made
in relating parameters describing an earthquake source with observed
ground motion. Readers are referred to an excellent treatise on quantita-
tive methods in seismology by Aki and Richards (1980).

6.5.1. Quantitative Models of Earthquakes

Reid’s elastic rebound theory (Reid, 1910) suggests that earthquakes
originate from spontaneous slippage on active faults after a long period of
elastic strain accumulation. Faults may be considered as the slip surfaces
across which discontinuous displacement occurs in the earth, and the
faulting process may be modeled mathematically as a shear dislocation in
an elastic medium (see Savage, 1978, for a review). A shear dislocation
(i.e., slip) is equivalent to a double-couple body force (Maruyama, 1963;
Burridge and Knopoff, 1964). The scaling parameter of each component
couple of a double-couple body force is its moment. Using the equiva-
lence between slip and body forces, Aki (1966) introduced the seismic
moment M, as

(6.45) M, = ,LJA D(A) dA = uDA

where w is the shear modulus of the medium, A is the area of the slipped
surface or source area, and D is the slip D(A) averaged over the area A.
Hence the seismic moment of an earthquake is a direct measure of the
strength of an earthquake caused by fault slip. If an earthquake occurs
with surface faulting, we may estimate its rupture length L and its average
slip D. The source area A may be approximated by Lh, where 4 is the
focal depth. A reasonable estimate for wis 3 x 10'" dynes/cm? With these
quantities, we can estimate the seismic moment using Eq. (6.45). For
more discussion on seismic moment, readers may refer to Brune (1976),
and AKki and Richards (1980).

From dislocation theory, the seismic moment can be related to the
far-field seismic displacement recorded by seismographs. For example,
Hanks and Wyss (1972) showed how to determine seismic source param-
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eters using body-wave spectra. The seismic moment M, may be deter-
mined by

(6.46) M, = (QO/erb)4TrpRv3

where (), is the long-period limit of the displacement spectrum of either P
or S waves, Ui, is a function accounting for the body-wave radiation pat-
tern, p is the density of the medium, R is a function accounting for
spreading of body waves, and v is the body-wave velocity. Similarly,
seismic moment can also be determined from surface waves or coda
waves (e.g., Aki, 1966, 1969). Thus, if seismic moment is determined from
seismograms and if we assume the source area to be the aftershock area,
then we can estimate the average slip D from Eq. (6.45).

Actually, seismic moment is only one of the three parameters that can
be determined from a study of seismic wave spectra. For example, Hanks
and Thatcher (1972) showed how various seismic source parameters are
related if one accepts Brune's (1970) source model. The far-field dis-
placement spectrum is assumed to be described by three spectral param-
eters. These parameters are (1) the long-period spectral level ), (2) the
spectral corner frequency f;, and (3) the parameter € which controls the
high-frequency (f > f,) decay of spectral amplitudes. They can be ex-
tracted from a log—log plot of the seismic wave spectrum (spectral level {1
vs frequency f). If we further assume that the physical interpretation of
these spectral parameters as given by Brune (1970) is correct, then the
source dimension r for a circular fault is given by

(6.47) r = 2.34v/2nf,

where v and f, are seismic velocity and corner frequency, respectively.
The stress drop Ao is given by

(6.48) Ag = TM,/16r3

Similar formulas for strike-slip and dip-slip faults have been summarized
by Kanamori and Anderson (1975, pp. 1074-1075).

The stress drop Ao is an important parameter and is defined as the
difference between the initial stress o, before an earthquake and the final
stress o, after the earthquake

(6.49) Ao =0y — o0y
The mean stress g is defined as
(6.50) g =%oy + oy

and is related to the change in the strain energy AW before and after an
earthquake by (Kanamori and Anderson, 1975, p. 1075)
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(6.51) AW = ADg
The radiated seismic energy E; is
(6.52) E, =7n AW

where 7 is the seismic efficiency. 7 is less than | because only part of the
strain energy change is released as radiated seismic energy.

Kanamori and Anderson (1975) discussed the theoretical basis of some
empirical relations in seismology. They showed that for large earthquakes
the surface-wave magnitude Mg is related to rupture length L by

(6.53) Mg ~ log L?
and the seismic moment M, by

(6.54) My~ L3
Thus we have

(6.55) log M, ~ $Mg

which is empirically observed. Gutenberg and Richter (1956) related the
surface-wave magnitude Mg to the seismic energy E, empirically by

(6.56) log E, = 1.5Mg + 11.8
Kanamori and Anderson (1975, p. 1086) showed that'
(6.57) E, ~ L}

and by using Eq. (6.53), we have

(6.58) log E, ~ 3Mg

which agrees with the Gutenberg—Richter relation given in Eq. (6.56).

6.5.2. Applications to Microearthquake Networks

The preceding subsection shows that seismic moment is a fundamental
quantity. The M; and Mg magnitude scales as originally defined by Richter
and Gutenberg can be related to seismic moment approximately. Indeed,
Hanks and Kanamori (1979) proposed a moment-magnitude scale by
defining

(6.59) M = %log My, — 10.7

This moment-magnitude scale is consistent with M, in the range 3-6, with
Mg in the range 5-8, and with My, introduced by Kanamori (1977) for great
earthquakes (M = 8). Because the duration magnitude scale My, is usually
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tied to Richter’s local magnitude M,, one would expect that this
moment—-magnitude scale is also consistent with My in the range of 0-3.
However, this consistency is yet to be confirmed.

Many present-day microearthquake networks are not yet sufficiently
equipped and calibrated for spectral analysis of recorded ground motion.
In the past, special broadband instruments with high dynamic range re-
cording have been constructed by various research groups for spectral
analysis of local earthquakes (e.g.. Tsujiura, 1966, 1978; Tucker and
Brune, 1973: Johnson and McEvilly, 1974; Bakunet al., 1976; Helmberger
and Johnson, 1977; Rautian et «l., 1978). Alternatively, one uses ac-
celerograms from strong motion instruments (e.g., Anderson and
Fletcher, 1976; Boatwright, 1978). Several authors have used recordings
from microearthquake networks for spectral studies (e.g., Douglas ¢t al.,
1970; Douglas and Ryall, 1972; Bakun and Lindh, 1977; Bakun et al.,
1978b). In addition, O’Neill and Healy (1973) proposed a simple method of
estimating source dimensions and stress drops of small earthquakes using
P-wave rise time recorded by microearthquake networks.

In order to determine earthquake source parameters from seismograms,
it is necessary in general to have broadband, on-scale records in digital
form. If such records were available, D. J. Andrews (written communica-
tion, 1979) suggested that it would be desirable to determine the following
two integrals:

(6.60) A = [um dr.  B= J'[mn]2 dr

where u is ground displacement, « is ground velocity, ¢ is time, and the
integrals are over the time duration of each seismic phase or over the
entire record. At distances much greater than the source dimension, both
displacement and velocity of ground motion return to zero after the pass-
age of the seismic waves. Thus the two integrals given by Eq. (6.60) are
the two simplest nonvanishing integrals of the ground motion. The integral
A is the long-period spectral level €, and is related to seismic moment by
Eq. (6.46). The integral B is proportional to the energy that is propagated
to the station. If the spectrum of ground motion follows the simple Brune
(1970) model with & = 1. the corner frequency f, is related to the integrals
A and B by

(661) ﬁ) = ‘,41"3/277)81’3/142"'3

Whereas the numerical coefficient may be different in other models, the
quantity B'3/A%3, having dimension of time™', can be expected to be a
robust measure of a characteristic frequency. Andrews believes that this
procedure is better than the traditional method of finding corner frequency
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from a log-log plot of the seismic wave spectrum. Boatwright (1980) has
used the integral B to calculate the total radiated energy.

As pointed out by Aki (1980b), the basis of any magnitude scale de-
pends on the separation of amplitude of ground motion into source and
propagation effects. For example, Richter’s local magnitude scale de-
pends on the observation that the maximum trace amplitude A,, recorded
by the standard Wood-Anderson seismographs can be written as

(6.62) An(d) = §5- F(A)

where S depends only on the earthquake source, and F(A) describes the
response of the rock medium to the earthquake source and depends only
on epicentral distance A, Thus, if we equate

(6.63) log S = M,

where M, is Richter’s local magnitude, and take the logarithm of both
sides of Eq. (6.62), we have

(6.64) M, = log A,(A) — log F(A)

which is equivalent to Eq. (6.39) defining Richter’s local magnitude.

The seismogram of an earthquake generally shows some ground vibra-
tions long after the body waves and surface waves have passed. This
portion of the seismogram is referred to as the coda. Coda waves are
believed to be backscattering waves due to lateral inhomogeneities in the
earth’s crust and upper mantle (Aki and Chouet, 1975). They showed that
the coda amplitude, A(w,?) could be expressed by

(6.65) Alw,t) = §- 17 exp(—wt/20Q)

where § represents the coda source factor at frequency w, ¢ is the time
measured from the origin time, a is a constant that depends on the
geometrical spreading, and () is the quality factor. The separation of coda
amplitude into source and propagation effects as expressed by Eq. (6.65)
has been confirmed by observations (e.g., Rautian and Khalturin, 1978;
Tsujiura, 1978).

We may now give a theoretical basis for estimating magnitude (Mp)
using signal duration. Taking the logarithm of both sides of Eq. (6.65) and
ignoring the effects of Q and frequency, we have

(6.66) log A(t) =log$S —a logt

For estimating magnitudes, signal durations are usually measured starting
from the first P-onsets to some constant cutoff value C of coda amplitude.
Because the signal duration is usually greater than the travel time of the



6.5. Quantification of Earthquakes 163

first P-arrival, we may substitute signal duration r for 7 and C for Atz = 7)
in Eq. (6.66) and obtain

(6.67) log C =logS —alogr
Thus, if we equate

(6.68) log S = M,

then we obtain

(6.69) M,=1log C +alogr

Since log Cis a constant, Eq. (6.69) is identical to the usual definition of
duration magnitude [Eq. (6.44)] to first-order terms. Herrmann (1975),
Johnson (1979), and Suteau and Whitcomb (1979) also presented a similar
theoretical basis for estimating magnitude from properties of the coda
waves. Herrmann (1980) also used coda waves to estimate (.

By taking advantage of the properties of coda waves, we may determine
source parameters and the quality factor of the medium as discussed, for
example, by Aki (1980a,b). We expect that such studies will soon be
applied to data from microearthquake networks on a routine basis.

In this section, we have not treated seismic moment tensor inversion.
This method has been discussed in Aki and Richards (1980, pp. 50-60),
and readers may refer to works, for example, by Stump and Johnson
(1977), Patton and Aki (1979), and Ward (1980) for applications to syn-
thetic and teleseismic data. Although we are not aware of any published
literature that applies this method to microearthquake data, we expect to
see such publications soon. Furthermore, we have not treated any statisti-
cal techniques as applied to the study of earthquake sequences. Readers
may refer, for example, to Vere-Jones (1970) for a review. In recent years,
point process analysis (e.g., Cox and Lewis, 1966) has been introduced
into statistics to analyze a sequence of times of events in manners similar to
those of ordinary time series analysis. Applications of point process anal-
ysis to microearthquake data may be found, for example, in Udias and
Rice (1975), Vere-Jones (1978), and Kagan and Knopoff (1980).
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Data from microearthquake networks have been applied to many seis-
mological problems, especially in detailed studies of seismicity and focal
mechanism. These in turn provide valuable information for (1) identifying
active faults and earthquake precursors, (2) estimating earthquake risk,
and (3) studying the earthquake generating process. In this chapter, we
summarize some general applications of microearthquake networks. Be-
cause of the vast amounts of existing literature, it is inevitable that many
references (especially those not written in English) have not been cited
here.

From an operational point of view, microearthquake networks may be
classified as either permanent or temporary types. Permanent microearth-
quake networks usually consist of stations in which signals are teleme-
tered to a central recording center in order to reduce the labor in collecting
and processing seismic data. Telemetering places severe limitations on
where stations can be set up (line of sight for radio-telemetering or avail-
ability of telephone lines) and usually requires a long lead time before a
station is operating. Temporary microearthquake networks are usually
designed to be extremely portable and can be deployed for operation
quickly. Thus, they are most valuable for responding to large earthquakes
or for studies in remote areas. However, temporary networks require
large amounts of manual labor to collect and process the data. For practi-
cal reasons, most seismological research centers maintain both permanent
and temporary networks. In fact, a combination of both permanent and
temporary stations proves most fruitful for many applications.

7.1. Permanent Networks for Basic Research

In a given region large earthquakes usually occur at intervals of tens or
hundreds of years. Therefore, long-term studies must be conducted to

164
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collect the necessary data. To study microearthquakes, we must have
high-sensitivity seismographs located at least within 100 km of earthquake
sources. If microearthquakes have shallow focal depths (<10 km), then
we must have a station spacing of less than 20 km to determine focal
depths reliably. Consequently, microearthquake networks consist of
densely deployed stations and necessitate moderate to large operations in
data collecting, processing, and analysis.

At present, about 100 permanent microearthquake networks are in oper-
ation throughout the world. These networks consist of a few stations to a
few hundred stations. In Table II (see p. 171), we have compiled a list of
existing permanent microearthquake networks by geographic regions.!
This list is not complete because information about some microearth-
quake networks is not available to us. Also, we have omitted seismic
networks that are not primarily concerned with microearthquakes. Exam-
ples of the omitted networks include those operated by the Seismographic
Stations of the University of California and by the Japan Meteorological
Agency, arrays for detecting nuclear explosions as described in Section
1.1.1, the large aperture seismic network in France (Massinon and Plan-
tet, 1976), and the Graefenberg array in Germany (Harjes and Seidl,
1978). Included in Table 1I are operating institution(s), start date, geo-
graphic location, areal coverage, number of stations, average station spac-
ing, and annual number of located earthquakes. The values given in van-
ous table columns are very approximate as most networks change their
operating characteristics frequently. The average station spacing is com-
puted by dividing the areal coverage by the number of stations and taking
the square root. It is a rough measure of how well hypocentral coordinates
can be determined. The annual number of located earthquakes depends on
factors such as seismicity, areal coverage of the network, etc. General
results from permanent microearthquake networks are too numerous to
be summarized here. Readers are referred to network publications which
may be obtained by writing to the operating institution. An excellent
summary of microearthquake networks in Japan with bibliography is
given in Suzuki et al. (1979).

7.2. Temporary Networks for Reconnaissance Surveys
Temporary microearthquake networks consisting of portable seismo-
graphs are usually deployed for reconnaissance surveys. The simplest type

of portable seismograph consists of a geophone and a recorder with built-

! Tables for Chapter 7 begin on p. 171.
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in amplifier and power supply. The smoked paper recorder is very popular
because it is reliable and gives a visual seismogram. A few commercial
companies in the United States manufacture these portable units at a cost
of about $5000 per unit. Analog or digital magnetic tape recorders are used
if more detailed seismic data are desired. They are more expensive (about
$10,000 per unit) and require a playback facility (about $30,000). Opera-
tion of temporary networks on land is rather simple, but operation at sea
requires entirely different instrumentation (see Section 2.4).

Examples of reconnaissance surveys on land and at sea are listed in
Table III (p. 178) and Table IV (p. 186), respectively. In both tables, we
group the surveys by geographic location, and within the same location, in
chronological order. These tables are by no means complete, but they
should give the reader a general overview of what has been done.

7.3. Aftershock Studies

As discussed in Chapter 1, aftershock studies have greatly stimulated
the development of microearthquake networks. Because numerous after-
shocks generally follow a moderate or large earthquake, vast quantities of
data can be collected in a short period of time. The occurrence of a
damaging earthquake also justifies detailed studies. Temporary stations
are usually deployed quickly after damaging earthquakes and are com-
monly operated until the aftershocks subside to a low level. If the earth-
quake occurs within an existing seismic network, temporary stations
may be deployed for augmentation, and additional permanent stations
may also be added.

Examples of aftershock studies in the microearthquake range of mag-
nitude are listed in Table V on p. 188. Included in this table are data on the
main shock, brief description of the field observation, number of micro-
earthquakes observed and located, and reference. Because of the large
amount of existing literature, this table is selective and references usually
are given to the final report if possible. Values given in Table V are often
approximate and are not given if they are not obvious in the published
papers.

7.4. Induced Seismicity Studies

Earthquakes may sometimes be induced by human activities, such as
testing nuclear weapons, mining, filling reservoirs, and injecting fluid un-
derground. Microearthquake networks have been applied to study some
of these problems, and we summarize them here.
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7.4.1. Nuclear Explosions

In the 1960s, it was noted that increased earthquake activity often ac-
companied large underground nuclear explosions. A dense microearth-
quake network (consisting of telemetered and portable stations) was set
up at the Nevada Test Site by the U.S. Geological Survey, and several
temporary networks by other institutions were deployed to study this
problem. Results are summarized in Table VI on p. 193.

7.4.2. Mining Activities

Rockbursts have often occurred in mining operations. Geophysicists in
South Africa showed that rockbursts were earthquakes induced by stress
concentrations due to mining. Microearthquake networks with stations
extremely close to the source have been used in studying the mine trem-
ors; some of the results are summarized in Table VII on p. 194. The
review by Cook (1976) gave an excellent summary of seismicity asso-
ciated with mining. Readers may also refer to Hardy and Leighton (1977,
1980).

7.4.3. Filling Reservoirs

Seismicity of an area may be modified by filling reservoirs. There are
several cases where reservoirs may have triggered moderate-size
earthquakes. There are also cases where the seismicity has increased,
showed no change, or even decreased. Many reviews have been written
on the subject (e.g., Gupta and Rastogi, 1976; Simpson, 1976). Some
examples of microearthquake observations made near reservoirs are
summarized in Table VIII (p. 195). Because of various difficulties, long-
term and good-quality seismic data for studying induced seismicity are
rare. However, this problem has been recognized, and microearthquake
networks are now routinely deployed to monitor seismicity before, dur-
ing, and after reservoir filling. We expect much improved data soon.

7.4.4. Fluid Injection

When fluid is injected underground at high pressure, earthquakes may
be induced. The most famous case is the Denver, Colorado, earthquakes
studied in detail by Healy er al. (1968). Similar cases were studied in Los
Angeles, California, by Teng et al. (1973), at Matsushiro, Japan, by
Ohtake (1974), and at Dale, New York, by Fletcher and Sykes (1977).
Fluid injection was also used in an earthquake control experiment at
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Rangely, Colorado, by Raleigh et al. (1976). In all these cases microearth-
quake networks were effective in mapping the seismicity to show that it
was related to the fluid injection, and in determining the focal mechanism
to show that tectonic stress was released.

7.5. Geothermal Exploration

Microearthquake networks can be an effective tool in geothermal ex-
ploration (e.g., Ward, 1972; Combs and Hadley, 1977; Gilpin and Lee,
1978; Majer and McEvilly, 1979). Through reconnaissance surveys, micro-
earthquakes have been observed in many geothermal areas around the
world, and microseismicity has been shown to correlate with geothermal
activity. By detailed mapping of microearthquakes in geothermal areas,
active faults may be located along which steam and hot waters are brought
to the earth’s surface. Numerous microearthquake surveys have been
conducted in geothermal areas. Some examples of these studies have been
summarized in Table III along with reconnaissance surveys for other pur-
poses. Recently, a special issue of the Journal of Geophysical Research
was devoted to studies of the Coso geothermal area in California; papers
by Reasenberg e al. (1980), Walter and Weaver (1980), and Young and
Ward (1980) used data from a microearthquake network supplemented by
a temporary array.

Two applications of microearthquake networks in geothermal studies
have been pioneered by H. M. Iyer and his colleagues (Iyer, 1975, 1979;
Iyer and Hitchcock, 1976a,b; Steeples and Iyer, 1976a,b; lyer and
Stewart, 1977; lyer et al., 1979). In one approach, array processing tech-
niques were used to study seismic noise anomalies in order to identify
potential geothermal sources. In another approach, teleseismic P-delays
across a microearthquake network were used to search for anomalous
regions in the crust and upper mantle that might contain magma.

7.6. Crustal and Mantle Structure

Arrival times and hypocenter data from temporary or permanent micro-
earthquake networks have been used in several ways to determine the
seismic velocity structure of the crust and mantle. Sources of data include
local, regional, and teleseismic earthquakes, and explosions recorded at
local and regional distances. First P-arrival times are most often used, but
later P- and S-phases can also be added to the analysis.
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Many studies have utilized well-located microearthquakes or quarry
explosions as energy sources to construct standard time-distance plots.
These plots are then interpreted by the usual refraction methods. For
example, mine tremors from the Witwatersrand gold mining region of
South Africa were recorded as far away as 500 km on portable instruments
laid out in linear arrays (Willmore et al., 1952; Gane et al., 1956). The mine
tremors were precisely located by a permanent network in the mining
region. Local events and microearthquake networks were also used in this
way in Hawaii (Eaton, 1962) and in Japan (Mikumo et al., 1956; Watanabe
and Nakamura, 1968). Data from deep crustal reflections as well as from
direct and refracted waves were used by Mizoue (1971) to study crustal
structure in the Kii Peninsula. Hadley and Kanamori (1977) supplemented
local microearthquake data with that from artificial sources and teleseisms
to study the seismic velocity structure of the Transverse Ranges in south-
ern California. Data from the USGS Central California Microearthquake
Network have been used in a variety of special studies. Seismic properties
of the San Andreas fault zone and the adjacent regions have been deter-
mined (Kind, 1972; Mayer-Rosa, 1973: Healy and Peake, 1975; Peake and
Healy, 1977). Matumoto et al. (1977) developed and applied the **mini-
mum apparent velocity’’ method to interpret data from local explosions
and earthquakes in Central America in terms of crustal properties.

The time-term technique has been applied to arrival time data from
microearthquake networks. Explosive sources generally were used (e.g.,
Hamilton, 1970; Wesson et al., 1973b. McCollom and Crosson, 1975).
Direct measurements of apparent velocities of P-waves from regional
events have been made with microearthquake networks. From these mea-
surements, crustal and mantle velocity structure beneath the networks
have been determined (e.g., Kanamori, 1967; Burdick and Powell, 1980).

In more recent years the widespread use of computers has encouraged
development of more advanced modeling techniques. For example, arri-
val time data from local earthquakes and artificial sources may be com-
bined and then inverted simultaneously for hypocenter parameters, sta-
tion corrections, and velocity structure (see Section 6.3). In one modeling
technique, the velocity structure was allowed to vary only with depth
(e.g., Crosson, 1976a,b; Steppe and Crosson, 1978; Crosson and
Koyanagi, 1979; Hileman, 1979; Horie and Shibuya, 1979; Sato, 1979). In
another approach, the velocity structure was modeled in three dimensions
(e.g., Akt and Lee, 1976; Lee ef al., 1982a). A nonlinear least squares
technique described by Mitchell and Hashim (1977) used local P- and
S-readings from a microearthquake network to compute apparent ve-
locities and points of intersection of the travel time lines for refracted
phases.
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The inversion of arrival times from teleseismic events to yield a three-
dimensional velocity structure beneath a seismic network was pioneered
by K. Aki and his colleagues. This method was applied to data from the
ILASA array in Montana (Aki et al.. 1976) and to data from the NORSAR
array in Norway (AKki ef al., 1977). This approach has since been further
developed and applied particularly to data from microearthquake net-
works, for example, to the Tarbela array in Pakistan (Menke, 1977), to the
St. Louis University network in the New Madrid, Missouri, seismic re-
gion (Mitchell et al., 1977), to networks in Japan (Hirahara, 1977; Hirahara
and Mikumo, 1980), to USGS microearthquake networks in central Cali-
fornia (Zandt, 1978; Cockerham and Ellsworth, 1979), in Yellowstone
National Park, Wyoming (Zandt, 1978; Iyer et al., 1981), and in Hawaii
(Ellsworth and Koyanagi, 1977), and to the Southern California Seismic
Network (Raikes, 1980).

7.7. Other Applications

In addition to those discussed above, there are several other applica-
tions of microearthquake networks. For example, microearthquake net-
works have been used to monitor seismicity around volcanoes, nuclear
waste disposal sites, and nuclear power plants. In fact, several of the
earliest microearthquake networks were set up to study volcanoes (e.g.,
Eaton, 1962). Many of the permanent microearthquake networks listed in
Table II are located in volcanic regions (e.g., Hawaii, Iceland, and Ore-
gon), and their primary function is to monitor seismicity as an aid for
forecasting volcanic eruptions. Crosson et al. (1980) described such an
application for Mt. St. Helens, which erupted cataclysmically on May 18,
1980. Microearthquake networks often are used to map active faults in the
vicinity of nuclear waste disposal sites and nuclear power plants. Results
from such studies usually are too specific in nature and commonly are not
published in scientific journals.



TABLE II. Examples of Permanent Microearthquake Networks

Operating or Areal Number Station Annual number
Microearthquake coordinating Start Geographic coverage of spacing of located
Country network institution date location (km?) stations (km) earthquakes
Asia
China Beijing region State Seism. Bureau, 1966 Northern Hopei 120,000 21 76 ~500

Beijing, China

Taiwan Acad. Sinica, Taipei, 1972 Taiwan 30,000 22 37 1500
Taiwan

Japan Abuyama Abuyama Seism. Obs., 1967 Osaka-fu, Honshu 10,000 13 28

Kyoto Univ.,
Takastsuki-shi
Osaka-fu, Japan

Akita Akita Geophys. Obs., 1966 Akita, Honshu 10,000 6 41
Tohoku Univ.,
Sendai, Japan

Dodaira Dodaira Microearthq. 1966 Kanto district, Honshu 10,000 S 45
Obs., Earthq. Res.
Inst., Tokyo Univ.,
Tokyo, Japan

Hirosaki Hirosaki Earthq. Obs., 1972 Aomori-ken, Honshu 1000 7 12
Hirosaki Univ.,
Hirosaki, Japan

Hokkaido Res. Cent. Earthq. 1976 Southern Hokkaido 25,000 9 53
Pred., Hokkaido
Univ., Sapporo, Japan

Hokuriku Hokuriku Microearthq. 1968 Fukui-ken, Honshu 5000 7 27
Obs., DPRI, Kyoto
Univ., Kyoto, Japan

Hokushin Hokushin Obs., Earthq. 1967 Nagoya-ken, Honshu 10,000 7 38

Res. Inst., Tokyo
Univ., Tokyo, Japan

(continued)
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Operating or Areal Number Station Annual number
Microearthquake coordinating Start Geographic coverage of spacing of located
Country network institution date location (km?) stations (km) earthquakes
Japan Kamitakara Kamitakara Geophys. 1966 Gifu-ken, Honshu 1000 3 18

Obs., DPRI, Kyoto
Univ., Kyoto, Japan

Kanto-Tokai Nat. Res. Cent. Disast. 1973 Ibaraki-ken, Honshu 40,000 10 63
Prevent., Sakura-
mura, Niihari-gun,
Ibaraki-ken, Japan

Kitakami Kitakami Seism. Obs., 1971 Iwate-ken, Honshu 10,000 14 27
Tohoku Univ.,
Sendai, Japan

Kochi Kochi Earthq. Obs., 1967 Kochi-ken, Shikoku 3000 S 24
Kochi Univ., Kochi,
Japan

Nagoya Res. Cent. Earthq. 1976 Central Honshu 20,000 13 39
Pred., Nagoya Univ.,
Nagoya, Japan

Shiraki Shiraki Microearthg. 1968 Hiroshima-ken, 2000 3 26
Obs., Earthq. Res. Honshu
Inst., Tokyo Univ.,
Tokyo, Japan

Takayama Takayama Seism. Obs., 1970 Gifu-ken, Honshu 2000 4 22
Nagoya Univ.,
Nagoya, Japan

Tohoku Obs. Cent. Earthgq. 1975 Tohoku district, 40,000 16 50
Pred., Tohoku Univ., Honshu
Sendai, Japan

Tokushima Tokushima Seism. Obs., 1972 Tokushima-ken, 2000 4 22
Kyoto Univ., Kyoto, Shikoku
Japan

Tottori Tottori Microearthq. 1964 Tottori-ken, Honshu 8000 8 32

Obs., DPRI, Kyoto
Univ., Kyoto, Japan
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Pakistan

USSR

Australia

New Zealand

France

Wakayama

Tarbela/Chashma

Dushanbe

Garm

Adelaide

New South Wales

Tasmania

Pukaki

Wellington

Rhinegraben

Wakayama Microearthq.
Obs., Earthq. Res.
Inst., Tokyo Univ.,
Tokyo, Japan

Govt. of Pakistan, and
Lamont—Doherty
Geol. Obs., Palisades,
New York

Tadzhik Inst. of Seism.
Const. and Seismol-
ogy, Dushanbe,
USSR

Inst. Phys. of the
Earth, Moscow,
USSR

Dept of Physics, Univ.
of Adelaide, Adelaide,
Australia

School of Earth Sci.,
Australian Natl.
Univ., Canberra,
Australia

Geology Dept., Univ. of
Tasmania, Hobart,
Australia

Seism. Obs., DSIR,
Wellington, New
Zealand :

Seism. Obs., DSIR,
Wellington, New
Zealand

Inst. Phys. Globe,
Univ. of Strasbourg,
Strasbourg, France

1965

1973

1955

1950

Wakayama-ken,

Honshu

Northern Pakistan

Tadzhik SSR

Tadzhik SSR

Australia and New Zealand

1962

1972

1975

1975

South Australia

New South Wales

Tasmania

Central South Island

Wellington region

Europe
Rhinegraben

20,000

50,000

15,000

10,000

150,000

20,000

3000

5000

3000

12

32

10

11

41

29

130

50

21

24

2000

~2000

3500

~300

1000

150

(continued)
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TABLE Il (Continued)

Operating or Areal Number Station Annual number
Microearthquake coordinating Start Geographic coverage of spacing of located
Country network institution date location (km?2) stations (km) earthquakes
Germany Rhinegraben Geophys. Inst., Univ. of 1966 Rhinegraben 10,000 8 35 150
Karlsruhe, Karlsruhe,
Germany
Iceland Hengill-Hellisheidi Sci. Inst., Univ. of 1974 SW Iceland 5000 8 25
Iceland, Reykjavik,
Iceland
Italy Ancona Inst. Geof., Litosfera, 1973 Central Italy, East 400 5 9
Milano, Italy coast
Romania Vrancea Inst. Hydroelec. 1977 Carpathians 40,000 7 76 100
Bucharest, Romania
Sweden Southern Sweden Hagfors Obs., FOA 1980 Southern Sweden 200,000 20 100
Fack, S-10450
Stockholm, Sweden
Switzerland Switzerland Swiss Seism. Serv. 1974 Swiss Alps and 15,000 14 33 300
Zurich, Switzerland Alpine Forelands
U.K. Lownet Inst. Geol. Sci. 1969 Lowland Valley, 10,000 7 38
Edinburgh, Scotland
Scotland, UK
North and Central America
Canada Eastern Canada Earth Physics Br., 1974 Southern Quebec 20,000 4 70
Dept. Energy, Mines
and Resources,
Ottawa, Canada
Western Canada Earth Physics Br., 1975 Southwestern British 10,000 4 50
Dept. Energy, Mines Columbia
and Resources,
Ottawa, Canada
Costa Rica Costa Rica Univ. Costa Rica, San 1976 Costa Rica 10,000 10 32
Jose, Costa Rica
Guatemala Guatemala Inst. Nacional de 1975 Guatemala 40,000 30 37 ~2000

Sismologia,
Guatemala City,
Guatemala



SLI

Mexico

Nicaragua

U.S.

Cerro Prieto

Nicaragua

Adak

Alaska

Alaska Peninsula
(2 subnets)

Albuquerque Basin

Central California

Eastern

Washington

Hawaii

INEL
Kansas

Los Angeles Basin

Nevada

Centro Investig.
Cientif. Educ. Super.
Ensenada, Ensenada,
B.C., Mexico

Inst. de Investigaciones
Sismicas, Managua,
Nicaragua

CIRES, Univ. Colorado,
Boulder, Colorado

Geophys. Inst., Univ.
Alaska, Fairbanks,
Alaska

Lamont-Doherty Geol.
Obs., Columbia Univ.,
Palisades, New York

Off. Earthq. Studies,
U.S. Geol. Survey,
Albuquerque, New
Mexico

Off. Earthq. Studies,
U.S. Geol. Survey,
Menlo Park, California

Geophys. Program,
Univ. Washington
Seattle, Wash.

Hawaii Volcan. Obs.,
U.S. Geol. Survey,
Hawaii Is., Hawaii

Idaho Natl. Eng. Lab.,
Idaho Falls, Idaho

Kansas Geol. Survey,
Lawrence, Kansas

Dept. of Geol. Sci.,
Univ. Southern Calif.,
Los Angeles,
California

Seismol. Lab., Univ.
of Nevada, Reno,
Nevada

1977

1975

1974

1977

1973

1976

1967

1969

1961

1973

1977

1971

1970

Cerro Prieto,
Northern Baja

Nicaragua

Adak, Alaska

Fairbanks, Alaska
Peninsula, Kodiak
Island, Seward
Peninsula

Shumagin Islands
and Unalaska Islan